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Abstract Complex biochemical networks can be understood by
identifying their principal regulatory motifs and mode of action.
We model the early phase of budding yeast cellular polarization
and show that the biochemical processes in the presumptive bud
site comprise a Turing-type mechanism. The roles of the proto-
typical activator and substrate are played by GTPase Cdc42 in
its active and inactive states, respectively. We demonstrate that
the nucleotide cycling of Cdc42 converts cellular energy into a
stable cluster of activated Cdc42. This energy drives a continu-
ous membrane-cytoplasmic exchange of the cluster components
to counteract diffusive spread of the cluster. This exchange ex-
plains why only one bud forms per cell cycle, because the win-
ner-takes-all competition of candidate sites inevitably selects a
single site.
� 2008 Federation of European Biochemical Societies. Pub-
lished by Elsevier B.V. All rights reserved.
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1. Introduction

Emergence of cellular polarity is a symmetry-breaking event

through which a cell acquires an internal structural and func-

tional axis. This is vitally important for the cell to migrate or

grow along morphogen gradients, select a direction for divi-

sion, and transmit neural information [1,2]. The transition

from a functionally symmetric to a polarized form is an exam-

ple of pattern formation manifested by many self-organizing

systems [3]. Following the pioneering work of A. Turing [4],

various models of the activator–inhibitor type have been sug-

gested to explain the spontaneous emergence of cellular polar-

ity [5–8]. However, the specific molecular mechanisms that fit

the requirements of the Turing model have been largely elusive

[9] and, therefore, the applicability of the Turing theory to

these systems has not been demonstrated unambiguously. Here

we provide a detailed analysis of the experimentally deter-

mined molecular network that is responsible for the early

phase of yeast bud formation, a prototypical example of cellu-
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lar polarization [10]. We demonstrate that the molecular inter-

actions between the small Rho GTPase Cdc42, its regulatory

molecules and its effector Bem1 are sufficient to explain the

spontaneous emergence of a unique yeast bud. We show that

the core biochemical mechanism of this phenomenon can be

described by a prototypical Turing-type model.

Importantly, we find that the polarization mechanism is fun-

damentally dependent on the switch-like property of small

GTPases. These essential proteins normally exist in two alter-

native conformations: the active, when bound to a molecule of

guanosine triphosphate (GTP), and the inactive, when associ-

ated with guanosine diphosphate (GDP) [1]. While in vitro

small GTPases are capable of slow spontaneous nucleotide

cycling [11], in vivo, their activity is tightly controlled by a

number of regulatory molecules. Guanine nucleotide exchange

factors (GEFs) activate the GTPases by catalyzing the replace-

ment of bound GDP by GTP. Conversely, GTPase activating

proteins (GAPs) deactivate the GTPases by facilitating the

hydrolysis of GTP into GDP. In addition, GDP dissociation

inhibitors (GDIs) reversibly associate with the inactive form

of the Rho GTPases and participate in their membrane-cyto-

plasmic shuttling and intracellular transport [1].

Formation of the incipient yeast bud can be naturally sub-

divided into two consecutive phases [12,13]. During the short

initial phase, a round cluster of activated Cdc42 forms on the

inner leaflet of the plasma membrane in a location predeter-

mined by the landmark proteins, which in haploid yeast are

positioned around the bud scar remaining from the previous

cell division [10]. Subsequent recruitment of the Cdc42 effec-

tors results in the formation of actin cables and a concentric

septin ring that defines the bud neck. In the ensuing phase of

growth and protrusion, the actin cables serve as tracks for

polarized exocytosis of vesicles that bring material for the

bud growth. Importantly, it has been shown that neither ac-

tin nor landmark proteins are essential for the emergence of

the Cdc42 cluster [12,14]. Instead, this phase requires the

Cdc42 GEF Cdc24, the Cdc42 effector Bem1 and the ability

of the GTPase to cycle between the active GTP-bound and

inactive GDP-bound states [13,14]. In sharp contrast, the fol-

lowing actin-dependent phase has been shown to successfully

proceed with a constitutively active version of Cdc42 which

did not require Cdc24 or Bem1 [13,15]. In natural conditions,

transport vesicles are thought to deliver inactive Cdc42 [15]

whose local activation is required for polarized exocytosis

at the incipient yeast bud [16]. Apart from this common

requirement for Cdc42 and its regulatory molecules, the
blished by Elsevier B.V. All rights reserved.
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two phases of bud formation rely on distinct molecular mech-

anisms. Here we focus on the formation of the Cdc42 cluster

as the primary symmetry-breaking event that provides a pre-

pattern for the subsequent morphogenesis. We assumed that

the non-essential landmark proteins had been deleted

[13,14] to exclude any preexisting spatial cues and that the

transition to the succeeding actin-dependent phase had been

arrested by treatment with latranculin A, a standard actin-

depolymerizing agent. The growth and protrusion phase

which is dependent on the actin-directed exocytosis has been

studied in detail elsewhere [15,17] and is not considered fur-

ther in this report.
2. Materials and methods

To understand emergence of the cluster of activated Cdc42 during
the early phase of yeast bud formation, we developed a whole-cell
model that describes reactions, membrane-cytoplasmic shuttling and
diffusion of the essential molecules. It was assumed that, on the time
scale of the cluster formation, production and degradation of proteins
can be neglected. Therefore the total intracellular amounts of Cdc42,
its GEF Cdc24 and effector Bem1 were kept constant. The resulting
system of reaction–diffusion equations was simulated numerically
and analyzed using several complementary methods. A detailed
description of methods including the derivation of model equations,
parameter selection, model analysis and its computational implemen-
tation are provided in the Supplementary Methods.
3. Results and discussion

Analysis of a large body of experimental data brought us to

the conclusion that Cdc42 nucleotide cycling and membrane-

cytoplasmic shuttling are the two processes responsible for

the formation of the Cdc42 cluster on the membrane [13,14].

Cytoplasmic Cdc42 is the inactive GDP-bound form (RD)

found in a complex with RhoGDI proteins that reversibly

deposit the RD on the membrane and recycle it back to the

cytoplasm [1,18] (Fig. 1E and Supplementary Methods).

Cdc24 and Bem1 also shuttle between the membrane and the

cytoplasm on their own or as a heterodimer. Importantly,

formation of the Cdc24 Æ Bem1 complex increases the retention

of Cdc24 on the membrane in the catalytically potent form

that can activate the membrane-bound RD [14,19]. Active

Cdc42 (RT) is thought to remain on the membrane until deac-

tivated by a GAP [1] and in turn binds and activates its various

effectors, including Bem1 [10,14]. The binding of Bem1 to RT

recruits the Cdc24 Æ Bem1 complex from the cytoplasm and

further increases the retention of Cdc24 through the formation

of a trimolecular complex [19,20]. Once activated and stabi-

lized on the membrane by RT and Bem1, Cdc24 in a positive

feedback loop generates more membrane-bound RT at the

expense of the Cdc42 cytoplasmic store [13,14,21].

3.1. Cluster of activated Cdc42 forms spontaneously in the model

of bud formation

To understand the forces that drive the emergence of the

Cdc42 cluster, we constructed and analyzed a detailed mathe-

matical model of the cluster formation. Chemical reactions,

membrane-cytoplasmic exchange and diffusion of all essential

species were represented as a system of partial differential

equations which was solved numerically (see Supplementary

Methods).
In vivo, the formation of a new bud in haploid wild-type

yeast is initiated by the cell-cycle regulated release of Cdc24

from the cell nucleus [22]. In silico, starting with the spatially

homogeneous distribution of Cdc42 and Cdc24 Æ Bem1 com-

plex in the cytoplasm and no RT on the membrane, the model

evolved into a steady-state with RT uniformly distributed over

the membrane. On closer investigation, this stationary state

was found to be unstable to spatially heterogeneous perturba-

tions. Astonishingly, the perturbed uniform state evolved into

a striking asymmetric pattern with all RT assembled in a single

round cluster with a bell-shaped concentration profile as

shown in Fig. 1A. Exactly the same structure emerged when

we started simulations with RT non-uniformly seeded on the

membrane. Insensitive to the initial conditions, the Cdc42 clus-

ter was found dependent on variation of the diffusion coeffi-

cients. Gradual reduction of the cytoplasmic diffusivity Dc,

or increase in the membrane diffusivity Dm, resulted in spread-

ing and eventual dissolution of the structure into a stable

uniform state.
3.2. Stationary cytoplasmic flux offsets diffusive spread of the

cluster

As the cluster persisted indefinitely in our simulations, we

asked which mechanism counteracts the diffusion that tends

to uniformly distribute RT over the membrane. We found

that in the stationary state the inevitable diffusive spread of

the cluster on the membrane is exactly compensated by a

cytoplasmic flux of the cluster components as shown in

Fig. 1. Importantly, since the active form of Cdc42 is essen-

tially membrane-bound, the GDI-mediated membrane-cyto-

plasmic traffic of the GTPase is entirely determined by the

balance of the cytoplasmic and membrane pools of the inac-

tive form. Far away from the cluster, association of RD with

the membrane is exactly balanced by its dissociation resulting

in a steady-state membrane concentration RD0 and a zero

membrane-cytoplasmic flux J0 = 0 (Fig. 1 C and D). How-

ever, in the center of the cluster, rapid activation of Cdc42

(RD fi RT) by the highly concentrated GEF complex causes

local depletion of RD, RDC < RD0, and thus favors the depo-

sition of Cdc42 over its return to the cytoplasm, JC > 0. As

RT diffuses along the membrane away from the cluster center,

the concentration of the GEF complex sharply drops and the

inactivation of Cdc42 by the GAPs becomes the predominant

reaction (RT fi RD) (Fig. 1E). This causes local excess of RD

at the cluster periphery, RDP > RD0, and, consequently,

GDI-mediated dissociation of Cdc42 from the membrane,

JP < 0. The coupling of the Cdc42 membrane-cytoplasmic

shuttling and its nucleotide cycling results in the net deposi-

tion of Cdc42 in the cluster center and the return back to

the cytoplasm at the cluster periphery (Fig. 1E). GEF com-

plex Cdc24 Æ Bem1 shuttles between the membrane and the

cytoplasm together with Cdc42 and the steady-state profile

of the Cdc24 Æ Bem1 flux (Fig. 1D, green) is qualitatively iden-

tical to that of Cdc42. To maintain this cyclic flux of Cdc42 in

the steady-state requires a continuous supply of energy which

is provided by the hydrolysis of GTP during the Cdc42 nucle-

otide cycling. The resulting spatial profile of the membrane-

cytoplasmic transport shown in Fig. 1D is characteristic of

local activation and lateral inhibition, the two fundamental

properties that were found essential for the formation of spa-

tial patterns in a variety of biological systems [3,23].
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Fig. 1. Self-organized cluster of activated Cdc42 is maintained in the steady-state by a continuous membrane-cytoplasmic flux. (A and B) 2D cross-
section of a yeast cell simulated with Virtual Cell [36]. (A) Distribution of the activated Cdc42 on the membrane (RT, lM) qualitatively reproduces
experimental results [14,17]. (B) Concentration of the inactive Cdc42 Æ GDI complex in the cytoplasm (RDIc, lM). Stationary cytoplasmic flux of
RDIc (arrows) compensates diffusive spread of the cluster on the membrane. (C) Steady-state profile of the inactive Cdc42 (RD) on the membrane
plotted along the cellular circumference shows depletion in the cluster center and excess on its periphery. (D) Membrane-cytoplasmic fluxes of Cdc42
(red) and Cdc24 Æ Bem1 complex (green). Positive value indicates net flux direction towards the membrane. For visual clarity, the Cdc24 Æ Bem1 flux is
multiplied by 10. (E) Cartoon explaining how the membrane-cytoplasmic shuttling of Cdc42 (inactive form, blue; active, pink) is coupled to its
nucleotide cycling in the cluster. Thick black arrows represent the predominant direction of the membrane-cytoplasmic exchange; open circle
arrowheads indicate catalysis; colored arrows represent the diffusion flux direction on the membrane and in the cytoplasm.
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3.3. Cdc42 cluster is robust to parameter variation and molecular

noise

Robustness to fluctuations in the reaction rates and species

concentrations has been proposed as a major property of nat-

urally evolved molecular networks. We thus set out to explore

how variation of the model parameters affects the concentra-

tion profile of the Cdc42 cluster. Varying the reaction rates

and computing the change in the maximum concentration

and the width of the stationary RT profile, we found that

the cluster is indeed largely insensitive to these variations

(see Table S2 in Supplementary Methods).

More importantly, our model robustly reproduced the for-

mation of a unique Cdc42 cluster in the experiments with de-

leted landmark proteins and a depolymerized actin

cytoskeleton [13,14]. In the absence of spatial cues provided

by the landmarks, the yeast bud is known to form at a random,

yet unique, location. We simulated the emergence of the Cdc42

cluster under the conditions of molecular noise by taking into
the consideration spontaneous activation of individual Cdc42

molecules on the membrane (see Supplementary Methods).

This noise was sufficient to initiate the accumulation of RT

on the membrane, at first without clear spatial preference

(Fig. 2). However, as the accumulation continued, readily dis-

tinguishable cluster nuclei formed and competed with each

other. We performed a large number of simulations varying

the specific realization of the random molecular noise as well

as its intensity. In all simulations, only one of the nuclei devel-

oped into a mature stationary cluster in accord with the exper-

imental observations (see also Movie S1). This demonstrated

that molecular noise is sufficient to induce spontaneous

Cdc42 cluster formation. Despite random induction of multi-

ple nucleation cores, only one mature cluster emerged from

the competition of the nuclei regardless of the particular noise

realization.

The standard linear stability analysis of the uniform station-

ary state of the model confirmed our numeric simulations and



Fig. 2. A single Cdc42 cluster forms in the simulations with molecular noise. A 3D view on the surface of a yeast cell shows the distribution of the
activated Cdc42 on the membrane, coded by color (RT, lM). In the absence of landmark proteins, spontaneous activation of individual Cdc42
molecules on the membrane can induce the cluster formation. Initially, all Cdc24 Æ Bem1 is in the cytoplasm. At first, RT accumulates at multiple
random locations (2 min). Subsequently, two well-defined cluster nuclei form (16 min). The top nucleus consumes the slower-growing lower nucleus
(32 min). By 1 h the Cdc42 cluster is near the steady-state.
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Fig. 3. Positive feedback loop with autocatalytic production of
activated Cdc42 destabilizes the spatially uniform steady-state and
causes the formation of the Cdc42 cluster. (A) Loop diagram,
notations are the same as in Fig. 1. (B) The corresponding bi-partite
reaction graph (see Supplementary Methods). Species and reactions
are represented by open and filled circles, respectively. The complete
reaction network graph is shown in Fig. S2.
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proved that the spontaneous formation of the Cdc42 cluster

observed in our in silico experiments is indeed a genuine diffu-

sion-driven instability (Fig. S1 in Supplementary Methods).

Furthermore, this analysis suggested that the structure that

emerges out of the unstable uniform state could be a mixture

of three distinct patterns: a single cluster, two opposing clus-

ters and three equidistant clusters. In simulations, however,

we found that patterns with multiple identical clusters are also

unstable to perturbations and, once destabilized, invariably

evolve into a single cluster that amasses all of the material of

the initial clusters. Thus, we explain the uniqueness of the

Cdc42 cluster by the competition of the candidate clusters

for shared resources, the cellular stores of Cdc42, Cdc24 and

especially Bem1, which is the least abundant cluster compo-

nent in the yeast cell [24].

3.4. Network motif responsible for the Cdc42 cluster formation

Next, we asked which elements of the reaction network are

directly responsible for the destabilization of the uniform RT

distribution and the emergence of the cluster. Using the tech-

niques of graph-theoretic analysis [25] (see Supplementary

Methods), we traced the cause of the Turing-type instability

in our model to the network cycle shown in Fig. 3. The cycle

represents a positive feedback loop in which the membrane-

bound RT recruits Cdc24 Æ Bem1 from the cytoplasm and

forms a highly active Cdc24 Æ Bem1 Æ RT complex that gener-

ates more RT from RD [26]. In silico, we disabled the inter-

action between RT and the cytoplasmic Cdc24 Æ Bem1

(reaction v8 in Fig. 3B). In complete agreement with the

graph analysis, the disruption of this autocatalytic loop to-

tally abrogated the formation of the Cdc42 cluster. Impor-

tantly, another autocatalytic loop, which is structurally

identical to the cycle in Fig. 3 but instead involves the mem-

brane-bound Cdc24 Æ Bem1 complex, cannot rescue the cluster

formation (see Supplementary Methods). This striking result

may be explained by the necessity to maintain the mem-

brane-cytoplasmic circulation of the cluster components. In-

deed, the interaction between the cytoplasmic Cdc24 Æ Bem1

and membrane-bound RT couples the spatio-temporal

dynamics of Cdc24 to the GTP-driven membrane-cytoplasmic

flux of Cdc42. The loss of this interaction does not prevent

the autocatalytic production of RT but rather terminates

the recruitment of Cdc24 from the cytoplasm into the cluster.
Our results demonstrate that this process is essential for the

growth and maintenance of the cluster.

3.5. Turing-type model emerges from the complete reaction–

diffusion mechanism

Reduction of large models to their minimal functional form

has been proven beneficial for uncovering fundamental fea-

tures often buried in complex reaction mechanisms. Assuming

a number of simplifying approximations (see Supplementary

Methods), we reduced our complete model to a model with

only two variables: RT (X) and the total concentration of

the inactive Cdc42 (Y):
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_x ¼ Ecax2y þ Ecbxy � cxþ DmDx;

_y ¼ cx� Ecax2y � Ecbxy þ DcDy;

Ec ¼ E0
c 1þ

Z
S

f ðxÞds
� ��1

:

The last equation represents conservation of the total cellular

amount of Cdc24 Æ Bem1. Depletion of Cdc24 Æ Bem1 prevents

the recruitment of the entire cytoplasmic Cdc42 into the cluster

and thus has to be captured by the model. The reduced model

belongs to the prototypical activator–substrate type [23] in

which the slowly diffusing activator X autocatalytically repro-

duces itself at the expense of the fast diffusing substrate Y. In

our reduced model, the autocatalytic production of X occurs

through the parallel cubic 2X + Y fi 3X and quadratic

X + Y fi 2X effective mechanisms that correspond to two dif-

ferent pathways of RT generation. The effectively cubic mech-

anism emerges from the reduction of the critical fragment of

the complete reaction network (Fig. 3). The respective term

of the reduced model, Ecax2y, essentially represents the prod-

uct of three reactions: (i) recruitment of the cytoplasmic

Cdc24 Æ Bem1 to the membrane (reaction rate proportional

to the concentration of the recruiting RT, i.e., x); (ii) formation

of the activated GEF complex Cdc24 Æ Bem1 Æ RT (brings in

another factor x); (iii) activation of RD by the Cdc24 Æ
Bem1 Æ RT complex (proportional to y). The other mechanism

corresponds to the pathway that does not include the recruit-

ment of the cytoplasmic Cdc24 Æ Bem1 and comprises only

the reactions (ii) and (iii). The respective term, Ecbxy, is thus

quadratic.

Importantly, only the cubic mechanism supports the forma-

tion of the Cdc42 cluster. The quadratic term alone was not

sufficient to produce the cluster in the reduced model. This is
3x
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Fig. 4. The reduced model of the Cdc42 cluster formation belongs to a
well-known class of activator–substrate models with autocatalysis [3].
Graph representation reveals common and divergent features of the
reaction mechanisms typical of this class: (A) Reduced Cdc42 cluster
formation model; (B) one-variable Schlögl model; (C) Schnakenberg
model; (D) Gray-Scott model; (E) Brusselator. Species and reactions
are denoted as open and filled circles, respectively. The stoichiometric
coefficients on the arrows correspond to the cubic 2X + Y fi 3X and
quadratic X + Y fi 2X autocatalytic mechanisms.
in the complete agreement with our graph-theoretic analysis

since the loss of the cubic mechanism in the reduced model

is equivalent to disruption of the critical fragment shown in

Fig. 3. Interestingly, cubic autocatalysis is typical for the

two-variable models of pattern formation that were developed

in various disciplines [27] (see Fig. 4). The apparent similarity

of the reaction graphs of our model and the Brusselator high-

lights their common principle of pattern formation. In both

models the deactivation pathway X fi Y dominates at low

concentrations of X. Only above a certain threshold concentra-

tion X* does the autocatalytic production of X prevails over its

deactivation and the net direction of the reaction flux reverses

Y fi X.
4. Conclusions

Turing-type models have long been anticipated to describe

the self-organized emergence of cellular polarity, however, the

underlying molecular networks were largely unknown. In this

study we started with the detailed, experimentally determined

molecular mechanism based on the small Rho GTPase Cdc42

[26]. Using complementary methods of biophysical modeling,

mathematical biology and graph-theoretic analysis we demon-

strated that the molecular network consisting of Cdc42, its reg-

ulatory molecules and an effector can explain the spontaneous

emergence of cellular polarization in yeast through the Tur-

ing-type instability. This phenomenon is robust to variation

of reaction rates and molecular noise. Importantly, our results

demonstrate that the roles of both the activator and substrate in

the prototypical Turing mechanism can be played by a single

molecular species with two distinct states. We hypothesize that

small GTPases have evolved to perform this double function in

a variety of cellular processes that require rapid formation of

compact protein clusters on the membranes. This hypothesis

is based on the observation that the network motif demon-

strated here to be essential for the formation of the cluster is

found experimentally in the rapidly increasing number of bio-

logical systems [26,28]. Indeed, GTPase effectors that recruit

and activate a GEF for the same GTPase have been identified

in the molecular networks that control exocytosis [29], fusion
GTPase

GTP

GDP

Fig. 5. Schematic representation of the mechanism underlying stable
existence of the cluster of activated Cdc42 on the yeast cell membrane.
Driven by the continuous expenditure of cellular energy (GTP),
stationary membrane-cytoplasmic flux of cluster components (thin
arrows) compensates for the inevitable diffusive spread of the cluster
on the membrane (thick arrows).
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of early endosomes [30] and yeast vacuoles [31]. A peculiar

example of this network motif, implemented as a single protein

with complex regulation, is represented by Sos (son of seven-

less), the protein that possesses both the effector and GEF do-

mains for Ras GTPase [32].

The cluster of activated Cdc42 that marks the presumptive

bud site is shown here to be a true dissipative structure as de-

fined by Ilya Prigogine [33] since its emergence and mainte-

nance require continuous expenditure of the cellular energy

stored as GTP (see Fig. 5). This explains the experimentally

found requirement for the Cdc42 nucleotide cycling during

which GTP is hydrolyzed. Corroborating the ideas proposed

in [34], we conclude that small GTPases utilize cellular energy

to combat the inevitable increase in entropy, manifested by the

diffusive spread of the Cdc42 cluster on the membrane. The ro-

bust uniqueness of the yeast bud is explained in our model by

the resource competition that destabilizes the coexistence of

multiple buds. For a few known yeast mutants that can grow

several buds simultaneously, the cause of the abnormality was

traced to the altered control of nucleotide cycling [35]. It would

be interesting to extend our model to incorporate these mu-

tants and characterize the nature of multiple budding.
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Appendix A. Supplementary data

Supplementary data associated with this article can be

found, in the online version, at doi:10.1016/j.febslet.2008.
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Supplementary Methods 

Detailed reaction mechanism and the model formulation 

Rho GTPase Cdc42, its GEF Cdc24 and effector Bem1 are the three molecular species 
whose interactions are essential for the formation of the cluster of activated Cdc42 [1,2]. 
The majority of cellular Cdc42 is thought [3] to exist as a complex, RDI, of the inactive 
GDP-bound form RD and a RhoGDI protein denoted here as I. RDI binds to the 
membrane although the majority of RDI remains cytoplasmic. Binding to the membrane, 
however, facilitates dissociation of the RDI into the membrane-bound RD and the 
cytoplasmic I [4,5]. The dynamic equilibrium of the two reversible reactions, the binding 
of RDI to the membrane and RDI dissociation, results in the continuous shuttling of RD 
between the membrane and the cytoplasm.  
Nucleotide cycling of Cdc42 is catalyzed by the GEF Cdc24 and the three GAPs Bem3, 
Rga1 and Rga2 [6]. Since the individual contributions of the GAPs are not yet clearly 
defined, we assumed a single effective GAP species A that is homogeneously distributed 
in the cytoplasm with the concentration 0A . Cdc24 and Bem1 are known to form a stable 
complex through the binding of their PB1 domains [7,8]. The destabilization of this 
complex requires phosphorylation of Cdc24 by the Cdc42 effector Cla4, the event that 
occurs after the formation of the Cdc42 cluster, well within the subsequent actin-
dependent phase of the yeast bud formation [9]. We, therefore, assumed that Bem1 and 
Cdc24 remain in a complex E throughout the formation of the Cdc42 cluster and the 
dissociation of E can be neglected. To test the validity of this simplification, we increased 
the complexity of the model by considering Cdc24, Bem1 and their complex E as three 
independent species. Numerical simulation of this higher-dimensional model however 
demonstrated no qualitative differences with our main model. E weakly associates with 
the membrane and thus also shuttles between the membrane and the cytoplasm. While on 
the membrane, it can bind RD and convert it into the active RT. Through the effector 
domain of Bem1, E reversibly associates with RT forming a trimolecular complex M. 
Following [10], we hypothesized that M has a more potent GEF activity towards RD than 
E. This hypothesis is based on a steadily increasing number of reports that describe 
tripartite complexes consisting of an activated small GTPase, its effector and a GEF for 
the same GTPase [11]. Several lines of evidence, including quantitative biochemical 
characterization [12], indicate that binding of the activated GTPase to the effector 
increases the activity of the effector-bound GEF by several fold [13], thus generating a 
positive feedback loop. 
Using mass-action rate laws for the described above mechanism, we developed a whole-
cell model with spatially-distributed cytoplasmic and membranous compartments. Our 
model consists of eight reaction-diffusion equations:  
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Species RT, RD and M are strictly membrane-bound, I is cytoplasmic, while RDI and E 
exist both on the membrane and in the cytoplasm as indicated by the respective 
subscripts. Following the approach developed in [14,15], the concentrations of 
cytoplasmic species were computed per cytoplasmic volume cV , while concentrations of 
the membrane-bound species per smaller volume mV , which represents a thin ( 10 nm≈ ) 
layer of cytoplasm immediately adjacent to the membrane. To account for this difference, 
scaling coefficient m cV Vη =  was introduced in the equations for the cytoplasmic 
species. Assuming yeast cell to be a sphere with the diameter 6 mµ , we estimated the 
scaling coefficient as 0.01η = . 
For simplicity, all cytoplasmic and membrane-bound species were assumed to diffuse 
with a single compartment-specific diffusion coefficient cD  and mD , respectively. cD  
was varied in the range 21 10 m sµ÷ , which is typical for the small to medium-sized 
proteins in the cytoplasm [16]. Based on several accounts of anomalously slow diffusion 
on the yeast membrane [17,18], we adopted the value of membrane diffusivity 

20.0025mD m sµ= . 
The deactivation of RT into RD through the spontaneous and GAP-catalyzed channels is 
represented in our model as a single, effectively first order reaction with the composite 
reaction rate constant 2 2,0 2,1 0k k k A− − −= + ⋅ . The values of all rate constants together with 
their sources are listed in the Table S1. 
 

 

 



Computational implementation 

Several computational strategies have been used to simulate the model in silico. In all 
approaches the yeast cell was approximated by a sphere with diameter of 6 mµ . Axial 
symmetry of the budding cell was utilized to reduce computational cost by simulating the 
complete reaction-diffusion model on the cellular cross-section. These simulations were 
performed using the premier computational cell biology platform Virtual Cell [19]. 
Varying cytoplasmic diffusion coefficient in these simulations, we observed that the 
increase of the cytoplasmic diffusion coefficient cD  beyond its estimated value of 
10 2m sµ  does not noticeably change the concentration profile of the Cdc42 cluster (see 
also Figure S1). Indeed, at large cD  the cytoplasmic fluxes of Cdc42 and its GEF Cdc24 
that define the stationary shape of the cluster are limited by the traffic at the membrane-
cytoplasm interface and not by the diffusion of molecules through the cytoplasm. Taking 
advantage of this fact, we simulated the formation of the Cdc42 cluster on the entire cell 
membrane in the limit of infinite cytoplasmic diffusivity cD →∞ , thus, neglecting 
spatial variation in the concentrations of cytoplasmic species. Under this assumption the 
simulation of our model could be again reduced to an effectively two-dimensional 
computational problem. The calculations were performed on a spherical surface using the 
finite difference algorithm [20] implemented as a C code. Varying mesh sizes, algorithms 
and switching from the sphere to torus, we verified that the computed properties of the 
Cdc42 cluster are not affected by the choice of a computational method or the topology 
of the mesh. 
To simulate molecular noise necessary to induce the cluster formation in the absence of 
landmark proteins, we first evaluated the average number of the RT molecules produced 
on the cell surface due to the spontaneous activation RD RT→ . Using our detailed 
kinetic model of the GTPase cycle [10], we obtained an estimate for the average noise 
intensity of 6 molecules per second per cell. To simulate random activation events, we 
then generated random process with Poisson distribution in time and uniform distribution 
in space. Variation of the noise intensity did not result in qualitative differences in the 
model behavior. 
All algorithms and codes used in this work are freely available on request from the 
authors. 
 

Parametric robustness of the Cdc42 cluster  

Using the stationary Cdc42 cluster at the parameter values given in the Table S1 as the 
reference state, we computed parametric sensitivity of the cluster RT concentration 
profile as follows. Each parameter was separately increased by the factor of 2 and the 
model was allowed to reach the new stationary state. We chose the maximal 
concentration of RT in the cluster and the cluster width as the response variables. They 



were computed for each perturbed parameter and normalized by the respective reference 
values to produce relative deviations reported in the Table S2. To avoid ambiguity in the 
definition of the cluster width, it was computed as the distance between the points where 
the stationary membrane-cytoplasmic flux of RD changed its sign (see Figure 1D). The 
same procedure was repeated with each parameter reduced by the factor of 2.  
 

Stoichiometric analysis of the model 

To simplify the analysis of the reaction mechanism, it is convenient to eliminate the 
explicit dependence of model (1) on the scaling coefficient η . This can be readily 
achieved by rescaling the three cytoplasmic variables, e.g., *

c cE E η= , and the four rate 
constants, 1 5 6 7, , ,k k k k , which describe the association of the cytoplasmic molecules with 
the membrane, e.g., *

1 1k kη= . Unless specified otherwise, this scaling is assumed in the 
following analysis and the star superscripts are dropped for simplicity. 
To represent the reaction mechanism in the formal terms of the stoichiometric network 
analysis (SNA) [21], we introduced the model reaction rates as follows: 
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Using these notations, the reaction part of model (1) can be represented simply as 
d
dt

=
s N vi ,                                                                                                                         (3) 

where s is the vector of species concentrations, which are numbered according to their 
sequence in (1), i.e., 1 2, ,s RT s M= =  etc., v is the vector of reaction rates as defined in 
(2) and N is the stoichiometric matrix:  
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Each stoichiometric coefficient ijN  represents how many molecules of the species iS  
have been generated (+ sign) or consumed (- sign) by the reaction jv . Despite their 
apparent simplicity, stoichiometric matrices provide valuable information about the 
reaction networks [21]. Thus, the rank of N represents the number of species whose 
concentrations can be varied independently. For our model with eight variables, 
rank( ) 5=N  implies the existence of five independent and three dependent variables. The 
three linear dependences between the species arise from three conservation relationships 
with simple biochemical meaning: 
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where 0 0 0, ,R I E  are the total concentrations of Cdc42, RhoGDI and the Cdc24·Bem1 
complex, respectively. As the processes of protein synthesis and degradation can be 
safely neglected on the time scale of the Cdc42 cluster formation, the total quantities of 
these species remain constant. We computed the total concentrations as the ratios of the 
total cellular amounts of the respective species per cytoplasmic volume. Their values are 
given in the Table S1 together with other model parameters. 
In the stationary state 0ds dt = =N vi . This implies that the stationary reaction fluxes 
also obey linear dependences that can be readily obtained from (3): 
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Linear stability analysis of the homogeneous state 

We performed a linear analysis of stability for the homogeneous stationary state of model 
(1) according to the standard procedure as described, e.g., in [22]. This analysis requires 
calculation of the eigenvalues for the Jacobian matrix of the model equations that had 
been linearized around the uniform stationary state. Using Matlab, we numerically 
calculated the eigenvalue λ  with the largest real part for the progressively increasing 
value of the wavenumber k. The resulting dispersion curves ( )kλ  are shown in the Figure 
S1. A positive value of λ  at the specific value 0k  indicates that the perturbation with this 
wavenumber will grow with time, and the uniform stationary state of the model is 
therefore unstable to any perturbations with the characteristic wavelength 0 02l kπ= . As 
we are interested in the emergence of pattern on the closed surface of the plasma 



membrane, only certain discrete wavenumbers nk  are allowed. Indeed, any spatio-
temporal perturbation of the uniform state can be represented in the form [22]: 
 

( , ) ( )t
n nn

t c eλ= ∑w r W r ,                                                                                                  (7) 

where ( )nW r  are the eigenfunctions of the diffusion (Laplace’s) operator on the chosen 
surface. For a sphere with radius R, ( )nW r  are the real spherical harmonics m

nY  [23] with 
discrete wavenumbers ( 1) , 0,1,nk n n R n= + = … , where n represents the number of 
maxima in the pattern. These functions can be considered as abstract mathematical 
representation of the elementary patterns with n identical clusters that are positioned on a 
sphere at the equal distance from each other. 
 

Graph-theoretic analysis of the reaction network 

Identification of network elements that are responsible for the particular types of system 
behavior, e.g., multistability and oscillations, has been an on-going effort for many years 
[24,25]. Originally developed by B. Clarke [26] and later extended by others [27], the 
SNA evolved to tackle this problem in the spatially-homogeneous reactions. Recently it 
has become clear that much the same methods can be used to identify Turing-like 
instabilities in the spatially-distributed systems with many variables [28,29]. 
In the framework of the SNA, an arbitrarily complex reaction network can be represented 
by a bipartite graph (BG) [30] with two types of vertices that represent chemical species 
and reactions. The vertices of the BG are connected by directed arcs that indicate which 
species are consumed and produced by the reactions. Eigenvalues λ  that define the 
stability of the reaction network (see above) are the roots of the characteristic polynomial 
of the system’s Jacobian matrix. Only closed subgraphs, or cycles, of the complete BG 
can destabilize the network since only they contribute negative terms into the coefficients 
of the characteristic polynomial. Furthermore, a special type of cycles, called “positive”, 
is necessary to destabilize the stationary state of the network. Positive cycles generally 
correspond to positive feedback loops and often include catalytic reactions. Their formal 
definition can be found in [30]. 
Mincheva and Roussel have recently shown that the so-called critical fragments of the 
BG that contain an odd number of positive cycles may destabilize the stationary state of 
the spatially-distributed system and cause a Turing-type instability with stationary or 
oscillatory behavior [31]. To identify potential critical fragments in our network, we first 
constructed the model BG as shown in the Figure S2. The BG is the graphical 
representation of the model stoichiometric matrix (4) as can be readily seen from their 
comparison. The topology of the BG suggests that the reaction network can be 
subdivided into two modules connected through RD. Due to its simple organization, the 



RhoGDI module does not contain elements that can compromise the stability of the 
network. In contrast, the Cdc42-Bem1-Cdc24 module is replete with positive cycles and 
includes two catalytic reactions. To aid the graph-theoretic analysis, we also analytically 
and numerically calculated the coefficients of the characteristic polynomial. Following 
[31], the elements ijN  of the stoichiometric matrix (4) were represented as either ijα− , if 
species i is consumed by the reaction j, or ijβ  if species j is produced in the reaction i. By 
using this notation for the stoichiometric coefficients instead of their numeric values as in 
(4) we can match the terms within the coefficients of the characteristic polynomial with 
the specific network elements in the BG. Further, if the reaction fluxes are formulated 
according to the mass-action rate law, as in our model, the partial derivatives j iv s∂ ∂ that 
are required for the computation of the Jacobian matrix can be written in the explicit 
form: 

j j
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i i

v v
s s
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=
∂

.                                                                                                                      (8) 

Here jv  and is  are the values of the respective reaction rate and species concentration 
that has been calculated for the stationary state under the investigation. Finally, the 
procedure of Mincheva and Roussel requires that for the analysis of spatially-distributed 
systems the coefficients of the Jacobian matrix are divided column-wise by the diffusion 
coefficients of the respective species, e.g., ij ij jJ J D=� , where jD  is either cD  or mD . 
For our model, the characteristic polynomial can be then represented as: 
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If the spatially uniform steady state loses stability through a non-oscillatory Turing-type 
mechanism, the coefficient 5p  should become negative, which was confirmed by our 
numeric and analytic calculations. Two fifth-order critical fragments of the network were 
identified as responsible for this instability: 
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The principal destabilizing element of the first fragment is the shown in Fig. 3 and 
highlighted in Fig. S2 positive cycle 1 1 8 2 6 1C s v s v s= → → → → . Its topological 
equivalent, cycle 2 1 3 2 6 1C s v s v s= → → → → , comprises the destabilizing influence of 
the second critical fragment. Our calculations demonstrated that if 1C  is broken by 
removing reaction 8v , which corresponds to prohibiting binding of the cytoplasmic 
complex Cdc24·Bem1 to the membrane-bound RT, 2C  alone cannot destabilize the 
network under any combination of the model parameters. Indeed, from (6) it follows that 
when 8 0v = , in any stationary state of the model  



3 4 7 5 6andv v v v v= = + .                                                                                                   (11) 

Therefore, the negative contribution of 2C  is always compensated by the positive 
contribution of the network element that consists of two disjoint edges 2 4 1 7( , ), ( , )s v s v : 
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Thus, 1C  is absolutely necessary to destabilize the reaction network shown in Fig. S2 via 
the non-oscillatory Turing-type route.  
 

Model reduction 

To reveal the key species and principal features of the reaction mechanism, we simplified 
model (1) to the minimal number of equations that describe the formation of the Cdc42 
cluster at least qualitatively. In the absence of the standard reduction procedure for an 
arbitrary reaction-diffusion system, we adopted a number of plausible heuristic 
assumptions whose domain of validity might be difficult to define strictly. The resulting 
simplified system should be, thus, considered a reduced version rather then the equivalent 
of model (1). 
First we noted that in vivo the fully formed cluster contains only a small proportion of the 
full cellular Cdc42 store (~3% according to [32]) and thus the most of Cdc42 remains in 
the RDI form. The cluster emerges from the uniform stationary state (USS) through a 
redistribution of the RT on the membrane rather than transfer of additional RD from the 
cytoplasm. Therefore we posited that the concentration of the free GDI in the cytoplasm, 
I, remains approximately constant throughout the cluster formation and its spatial 
variation is negligible. We set 0I I= , the concentration of I in the USS. We also assumed 
that the spatial variation of cE , the cytoplasmic Cdc24·Bem1 complex, can be neglected 
and cE  can be found from the mass conservation relation (5): 
 

0 ( )c c mS
E E M E dS= − +∫ ,                                                                                              (13) 

where 0 1
0cE Eη−=  and the integral is taken over the entire membrane surface S.  

We also noted that, throughout the cluster formation, variables of model (1) reach their 
stationary values with different kinetics, with RT and RD being the slowest variables. 
Assuming that the kinetics of the membrane variables is predominantly defined by the 
local reaction rather then diffusion, we reduced the number of model variables by 
applying the standard quasi steady-state approximation to the fast variables. Assuming 

0dM dt =  and 0mdE dt = , we obtained: 
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Noting that 2 3mk E k M� , the equation for RT can be simplified further: 

3 2 m
RT k M RD k RT D RT
t −

∂
= ⋅ − + ∆

∂
.                                                                               (15) 

Substituting (14) into (15) we got: 
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Applying quasi steady-state approximation 0mdRDI dt =  we also found 
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To achieve further reduction of the model, we adopted the approach based on the 
following observation. The membrane-bound RD is at all times in a fast equilibrium with 
its cytoplasmic form RDI. The ability to perform frequent membrane-cytoplasmic 
transitions enables the molecules of RD to propagate along the membrane in a series of 
adsorption-desorption events with the effective diffusion coefficient mc mD D� . This 
biophysical phenomenon can be readily demonstrated using the rapid buffering 
approximation (RBA) originally developed by Wagner and Keiser for the diffusion of 
Ca2+ in the cytoplasm [33]. Recently the RBA was adopted by Jilkine et al. for the 
membrane-cytoplasmic transport [34]. To apply RBA to our system, we first introduced a 
new variable that describes the total concentration of the inactive form of Cdc42 on the 
membrane and in the adjacent cytoplasm tot cRD RD RDI= + . Adding the equations for 
RD and RDIc we obtained the equation for the new variable: 
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Using (17) and the RBA assumption of fast equilibrium between RD and RDIc, we got 
6 0 5 6 5 ck I k RD k k RDI− −= . From this, RD and RDIc can be expressed through RDtot as 

follows: 

5 5 0 6 6

5 5 0 6 6 5 5 0 6 6

,tot c tot
k k I k kRD RD RDI RD

k k I k k k k I k k
− −

− − − −

⎛ ⎞ ⎛ ⎞⋅
= =⎜ ⎟ ⎜ ⎟+ ⋅ + ⋅⎝ ⎠ ⎝ ⎠

.                          (19) 



Substituting (19) into (18) we obtained: 

( ) 1
2 3 ( , ) 1tot

c tot mc tot
RD k RT k M RT E RD D RD

t
ζ −

−

∂
= − ⋅ + + ∆

∂
,                                          (20) 

where ( ) ( )1 11 1mc m cD D Dζ ζ ζ− −= + + +  and 0 6 5 6 5I k k k kζ − −= ⋅ . Given the values of the 
model parameters, 1ζ �  and, therefore mc cD D≈ . Finally, assembling equations (13), 
(16) and (20) we obtained the reduced model: 
 

2

2

0 2 4 7 4 1 7 1 7 4 1

4 1 4 1 1

,

,

1 .

c c m

tot
c c c tot

c c S

RT E RT RD E RT RD RT D RT
t

RD RT E RT RD E RT RD D RD
t

k k k k k k k k kE E dS RT RT
k k k k k

α β γ

γ α β

− −

− − − − −

∂
= ⋅ ⋅ + ⋅ ⋅ − + ∆

∂
∂

= − ⋅ ⋅ − ⋅ ⋅ + ∆
∂

⎛ ⎞⎡ ⎤⎛ ⎞ ⎛ ⎞+ +
= + + +⎜ ⎟⎢ ⎥⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎣ ⎦⎝ ⎠

∫

                         (21) 

To simplify the form of these equations, we introduced the following notations: 

1 14 7 74 1
3 3 2

4 1 4 1 4

(1 ) , (1 ) ,k k kk kk k k
k k k k k

α ζ β ζ γ− −
−

− − − − −

⎛ ⎞
= + = + + =⎜ ⎟

⎝ ⎠
. 

Due to the conservation of the total amount of cellular Cdc42, the reaction terms in the 
equations for RT and RDtot in model (21) exactly compensate each other. Equations of 
this general type have been recently brought to the attention by Otsuji et al. [35] as 
capable of describing spatial structure in the systems with mass conservation. The last 
equation in (21) represents conservation of total cE  and is not required for the emergence 
of structure in model (21). Neglecting cE  conservation, however, results in the 
conversion of the entire cellular Cdc42 into the cluster, which apparently contradicts the 
experimental data. Using numeric simulations, we confirmed that system (21) generates 
spatial structure that qualitatively recapitulates all features of the Cdc42 cluster observed 
in the complete model (1). 
 
Supplementary Movie S1. Formation of the unique Cdc42 cluster in the simulation with 
stochastic activation of Cdc42 on the membrane in the absence of landmark proteins. The 
stationary cluster emerges through the competition of two cluster nuclei clearly resolved 
in the sequence. The concentration of RT is color-coded as in Figure 2.



 
 
 
 
 
 

 
Figure S1. Spatially uniform stationary state of the model is unstable to perturbations 
with finite wavelength as demonstrated here by the linear analysis of stability (see 
Methods). A – Dispersion curves for 20.0025mD m sµ −=  and the indicated on the figure 
values of cD . The range of unstable wavenumbers shrinks as the cytoplasmic diffusion 
coefficient cD  is decreased and disappears altogether below the critical value 

* 20.1cD m sµ −= . In contrast, the increase of cD  beyond the value 210cD m sµ −= , an 
estimate for the medium-sized proteins, does not further widen the range of unstable 
wave numbers. B - Dispersion curves for 210cD m sµ −=  and the indicated values of mD . 
Reduction of the membrane diffusion coefficient progressively increases the range of 
unstable wave numbers. Discrete wavenumbers ( 1) , 0,1,nk n n R n= + = …  for the real 
spherical harmonic functions with progressively increasing number of maxima n are 
shown by circles on the x axis. The values of nk  are computed for spherical cell with 

3R mµ= .  



 

Figure S2. The reaction network of model (1) is represented by a bipartite graph. Two 
types of nodes, molecular species and reactions are shown by open and filled circles, 
respectively. Directed edges of the graph represent the flow of the reaction fluxes. The 
edges shown by double arrows with opposite directions represent catalysis and, thus, no 
mass flow occurs through these edges. The autocatalytic cycle (see Fig. 3) that 
destabilizes the uniform stationary state of the network is highlighted in red. 



Table S1. Reaction rate constants and parameters of the model. 

Constant Value Reference 

k1 10 s-1 [36-39] 

k-1 10 s-1 [40] 

k2 0.0001 µM-1·s-1 [10] 

k-2, 1 / k-2, 0 0.017 µM-1·s-1/ 0.00033 s-1 [10] 

k3 0.01 µM-1·s-1 [10] 

k4 10 µM-1·s-1 [10] 

k-4 0.3 s-1 [10] 

k5 0.9 s-1 [4] 

k-5 0.13 s-1 [5] 

k6 1.5 µM-1·s-1 [5] 

k-6 0.5 s-1 [5] 

k7 10 µM-1·s-1 [10] 

R0 5 µM [3] 

A0 1 µM [6,41] 

E0 0.017 µM [41] 

 
 

  



Table S2. The stationary Cdc42 cluster is robust to variation of the model parameters. 
The relative change in the cluster maximal RT concentration (the upper cell value) and 
the cluster width* (the lower cell value) were computed for the model parameter values 
given in the Table S1 multiplied by the factors shown in the head row of the table. 
Reaction rate 2k  is not reported since its effect on the stationary state of the model is 
quantitatively negligible. The cluster was found to have identical zero sensitivity to the 
variation of 1k  and 7k  while their change was exactly compensated by the change in the 
stationary concentration of cE . 
 

Reaction rate 
constant × 2 × 0.5 

0 0 k1 0 0 
+0.20 -0.20 k-1 -0.07 +0.13 
-0.20 +0.17 k-2 -0.17 +0.13 
+0.35 -0.31 k3 +0.9 -0.13 
-0.20 +0.20 k4 +0.15 -0.13 
+0.21 -0.20 k-4 -0.13 +0.13 
+0.28 -0.01 k5 0 0 
-0.20 +0.21 k-5 -0.09 +0.04 
-0.20 +0.23 k6 -0.09 +0.04 
+0.24 -0.20 k-6 +0.04 -0.09 

0 0 k7 0 0 
 
* The width of the RT concentration profile in the cluster was measured as the distance 
between the points where the net membrane-cytoplasmic flux of RD changes sign. 
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