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In brief

Cortical excitability is the ability of the cell

cortex to generate pulses and waves of

Rho GTPase activity. Using live-cell

imaging and theoretical modeling,

Chomchai, Leda et al. show that cortical

excitability is best explained by amodel in

which Rho GTPase pulses and waves

arise from GTPase autoactivation

coupled to delayed autoinhibition.
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SUMMARY
The Rho GTPases pattern the cell cortex in a variety of fundamental cell-morphogenetic processes, including
division, wound repair, and locomotion. It has recently become apparent that this patterning arises from the
ability of the Rho GTPases to self-organize into static and migrating spots, contractile pulses, and propa-
gating waves in cells from yeasts to mammals.1 These self-organizing Rho GTPase patterns have been ex-
plained by a variety of theoretical models that require multiple interacting positive and negative feedback
loops. However, it is often difficult, if not impossible, to discriminate between different models simply
because the available experimental data do not simultaneously capture the dynamics of multiple molecular
concentrations and biomechanical variables at fine spatial and temporal resolution. Specifically, most
studies typically provide either the total RhoGTPase signal or the RhoGTPase activity, as reported by various
sensors, but not both. Therefore, it remains largely unknown how membrane accumulation of Rho GTPases
(i.e., Rho membrane enrichment) is related to Rho activity. Here, we dissect the dynamics of RhoA by simul-
taneously imaging both total RhoA and active RhoA in propagating waves of Rho activity and F-actin poly-
merization.2–5 We find that within nascent waves, accumulation of active RhoA precedes that of total
RhoA, and we exploit this finding to distinguish between two popular theoretical models previously used
to explain propagating cortical Rho waves.
RESULTS AND DISCUSSION

Rho GTPase activity rise precedes accumulation of total
Rho in waves
In many fundamental cellular3,4,6–10 and developmental11,12 pro-

cesses, Rho GTPases are deployed as periodic pulses or prop-

agating waves of activity that are collectively referred to as

‘‘cortical excitability.’’2 To provide a detailed analysis of spatio-

temporal dynamics of RhoA in cortical excitability, we amplified

cytokinetic waves in starfish oocytes undergoing meiosis via

ectopic expression of the cytokinetic Rho guanine nucleotide ex-

change factor (GEF) Ect23 or induced such waves in immature

frog oocytes via ectopic expression of Ect2 and the cytokinetic

Rho GTPase-activating protein (GAP) RGA-3/4.4 Such waves

mimic those in the cytokinetic apparatus6 but have the virtue of

continuing for many minutes or hours and encompassing the

majority, if not the entirety, of the cell cortex, permitting a

detailed record of their behavior to be captured. In contrast,
1414 Current Biology 35, 1414–1421, March 24, 2025 ª 2025 Elsevie
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the furrow waves are normally restricted to anaphase and

quickly become inaccessible to high-resolution imaging as the

furrow ingresses. As a result, amplified and induced waves

have been used to probe the network dynamics of cytokinetic

Rho GTPase signaling,3,13 wiring of the underlying signaling net-

works,4 and relationships between cell shape, wave propaga-

tion, and signaling hierarchies.14,15 More broadly, propagating

waves offer distinct advantages over other cortical states that

lack the dynamicity of waves. First, waves present as readily

distinguishable alternating maxima and minima of fluorescence

intensity moving in a periodic pattern. Thus, standard image

analysis methods can be readily applied to extract wave velocity,

spatial wavelength, and temporal period. These constitute

a quantitative signature of the wave pattern, which can be

compared with proposed theoretical models.4,16 Second,

because wave propagation consists of periodically repeating cy-

cles of biochemical reactions and molecule translocations be-

tween the plasma membrane and the cytoplasm, time series of
r Inc.
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Figure 1. RhoA activity leads RhoA mem-

brane enrichment in starfish and frog oocyte

cortical excitability

(A–C) (i) Representative still images and corre-

sponding kymographs of RhoA-GTP (red) and total

RhoA (cyan) waves from a starfish oocyte en face

video (A), a frog immature oocyte en face video (B),

and a frog immature oocyte medial section differ-

ence video (C). See also Videos S1, S2, and S3. (ii)

Quantification for the corresponding videos in

(A)–(C). Top: representative normalized quantita-

tive wave profiles of RhoA-GTP (red) and total

RhoA (cyan) waves from the corresponding video

in (A)–(C) demonstrate that RhoA-GTP leads total

Rho enrichment. Bottom left: average cross-cor-

relation of the corresponding videos in (A)–(C).

Shaded area: standard deviation (SD). Vertical

dashed line: mean time shift between the RhoA-

GTP/total RhoA signals. (A: 10.91 ± 0.69 s; B:

3.82 ± 1.10 s; C: 4.99 ± 2.86 s; ±SD). Bottom right:

overall mean time shift between RhoA-GTP and

total RhoA signals. Each point represents the time

shift measurement of an individual cell under the

same conditions as (A)–(C) (A: 9.30 ± 2.41 s, n = 20;

B: 3.30 ± 2.32 s, n= 19; C: 2.53 ± 1.4 s, n= 15; ±SD;

p value < 0.0001 for each; two-tailed one-sample

t-test).

Horizontal scale bars: 10 mm. Vertical scale bars:

2 min. Arrowheads indicate the location used for

kymograph generation.

See also Figures S1 and S2.
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fluorescence signals carry valuable mechanistic information. For

example, they reveal the temporal sequence of various pro-

cesses, which may suggest causal relationships between

them. Such data inform the construction of plausible mecha-

nistic models. Further, specific time delays, measured, for

example, between the concentration maxima of the key molec-

ular players, provide information necessary to quantitatively

constrain the values of parameters to be associated with the

model interactions.

Because the membrane-bound pool of RhoA consists of

dynamically interconverting active and inactive GTPase states,

two independent fluorescence signals representative of the total

RhoA and active, GTP-bound RhoA are required for the complete

characterization of RhoA dynamics at the cell cortex. To visualize

total RhoA, we employed previously characterized, internally

tagged frog RhoA17 (IT-RhoA) and developed the equivalent

echinoderm version for starfish. Both probes localize to the cyto-

kinetic furrow17 (Figure S1A) and their furrow localization is ampli-

fied by co-expression of Ect2 (data not shown). The merits of
Current Bi
internal fluorescent protein tagging of

Rho GTPases have been pointed out pre-

viously for both yeast18–20 and verte-

brates.1,17,21 To visualize RhoA-GTP, we

employed mCherry-rGBD, which has

been used previously in both starfish and

frog to track active RhoA.3,15,22,23 Starfish

IT-RhoA produced a robust fluorescence

signal in Ect2-amplified waves in starfish

oocytes (Figure S1B). Interestingly, direct
comparison revealed that IT-RhoA waves follow RhoA-GTP

waveswith a delay,which is evident in en face videos, still images,

and kymographs as a color shift (Figure 1Ai, Video S1). This delay

is also evident from intensity plots of the raw data (Figure S1C). To

quantify the delay, wave amplitude was normalized to lie between

0 (minimum) and 1 (maximum), which allows for more precise

quantification of phase differences against a background of

data variability (see STARMethods). (We emphasize that normal-

ized plots do not preserve the relationship between the absolute

levels, as activeRhoA always represents some fraction of the total

RhoA). Correlation analysis of the normalized data from a repre-

sentative cell showed that IT-RhoA waves followed RhoA-GTP

waves with a 10.91 ± 0.69 s delay (Figure 1Aii). Quantification of

the normalized data from multiple cells revealed an average of

9.3 ± 2.4 s (n = 20 cells from 3 experiments; Figure 1Aii), corre-

sponding to an oscillation phase shift of 9.5% (period = 97 ±

18.7 s).

In frog, IT-RhoA produced a robust fluorescence signal in

induced waves (Figure S1D). However, the difference between
ology 35, 1414–1421, March 24, 2025 1415
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IT-RhoA and RhoA-GTP signals, although still detectable in en

face videos, their kymographs, and the normalized time series

(Figure 1B; Video S2), was smaller than in starfish, with a shift

of 3.82 ± 1.10 s in a representative cell and an average shift of

3.30 ± 2.32 s (n = 19 cells from 5 experiments). Because this shift

was less than the interval of image acquisition, we adopted sin-

gle optical plane imaging in a medial section (Figure 1Ci, Video

S3), which shortened the sampling interval from �4 to �1 s.

Consistent with the en face analysis, this revealed a small but

significant delay of 2.78 ± 1.41 s from a representative cell and

an average of 2.53 ± 1.40 s (n = 15 cells from 4 experiments,

Figures 1Cii and S1E). This constitutes only a 3.6% oscillation

phase shift (period = 70 ± 17.0 s). To determinewhether the delay

was specific to the acute wave regime, we also conducted ex-

periments in which RGA-3/4 was reduced or eliminated. Consis-

tent with previous results,4 reducing the RGA-3/4 concentration

resulted in a significant increase in the wave period (Figures S2A

and S2B), whereas elimination of RGA-3/4 altogether resulted in

low amplitude pulses (Figure S2C). Nonetheless, under both

conditions, the shift between active and total Rho remained

(Figures S2A–S2E). Finally, to ensure that the shift did not reflect

fluorophore choices, the behavior of mCherry-IT-RhoA (mCh-IT-

RhoA) was compared with GFP-rGBD in oocytes exhibiting

waves. Although themCh-IT-RhoA signal was noticeably weaker

than that of the GFP-IT-RhoA (compare Figure 1C to S2F), a

small but significant delay was nonetheless evident between

the peaks of GFP-rGBD and mCh-IT-RhoA (Figure S2G). More-

over, we note that there must be some inherent delay between

the activation of RhoA and binding of the rGBD probe to the

active RhoA, implying that the measurements actually underes-

timate the delay between the active and total RhoA.

Importantly, these results clearly demonstrate that the

waves of Rho GTPase activity reported by us and others in the

oocytes and embryos of frogs3,4 and echinoderms3,4,15,24 are

not simply waves of local GTPase activation-inactivation against

a background of constant total plasma-membrane-associated

GTPase. Rather, they show for the first time that the waves

comprise changes in both RhoA activity and total plasma mem-

brane RhoA levels. Further, the delay between the peaks of RhoA

activity and total RhoA unambiguously indicates that the change

in GTPase activity precedes the change in its total quantity, thus

suggesting a causal relationship between the two.

Testing theoretical models of RhoA wave generation
We next asked whether our experimental results could shed

additional light on the molecular mechanisms of Rho GTPase

dynamics and, consequently, wave generation. Two distinct

types of mechanistically minimal two-variable models—acti-

vator-inhibitor and activator-depleted substrate (ADS)—have

been extensively used to explain propagation of waves in bio-

logical systems.25,26 Both models assume positive feedback

in which the activator stimulates its own activation or produc-

tion but they differ in how their negative feedback is imple-

mented: in activator-inhibitor models, negative feedback arises

from an inhibitor whose accumulation or activity is stimulated

by the activator. As a result, the activator is ‘‘chased’’ by a

wave of the inhibitor. In ADS models, negative feedback arises

from the consumption of some substrate essential for the acti-

vator production. As a result, the wave of activator is chased by
1416 Current Biology 35, 1414–1421, March 24, 2025
a wave of depletion of the substrate in question. In the specific

context of pattern formation by Rho GTPases, RhoA-GTP is the

activator and engages in positive feedback by directly or indi-

rectly stimulating a Rho GEF.1,27,28 In activator-inhibitor models

for the GTPases, the inhibitor is surmised to be a GAP that is a

downstream target of the active GTPase.1 The activator-inhib-

itor models are appealing, based on demonstrations of actin fil-

aments serving as prototypical inhibitors in a number of sys-

tems,3,7,11,29 at least in part based on their ability to associate

with a Rho GAP.4,7,11,30 Simply because active GTPase is

generated from inactive GTPase, RhoA-GTP and RhoA-GDP

satisfy the conditions for being the activator and the essential

substrate subject to depletion. Therefore, the ADS models for

the Rho GTPases are appealing because they have the poten-

tial to apply to any GTPase that undergoes nucleotide cycling.

The ADS models accounting for the RhoA membrane-cyto-

plasmic shuttling and nucleotide cycling (Figure 2A) were first

developed to explain spontaneous formation of the stationary

spots or clusters of GTPase activity in cell migration and cell

polarity.1,31–34

However, the core ADS model defined as shown in Figure 2A

cannot exhibit oscillatory or excitable dynamics (see analysis of

the ADS+model in STARMethods). To alleviate this deficiency, a

hypothetical reaction of GAP-mediated simultaneous inactiva-

tion and membrane detachment of active RhoA was sug-

gested15,35 (magenta arrow, Figure 2B). The thus-modified

ADS model, referred to in the following as the ADS+ model to

distinguish it from the parental model, exhibits oscillatory and

excitable dynamics (see STAR Methods) yet remains a two-var-

iable model.

A complete mathematical model of cellular dynamics of RhoA

must include at minimum two independent variables that ac-

count for the existence of two forms of RhoA, which are intercon-

verted on the membrane by the enzyme-catalyzed reactions of

the nucleotide cycle.36,37 A natural choice of these variables

are RT, which represents the local membrane concentration of

the active form, RhoA-GTP, and RD, which represents the mem-

brane concentration of the inactive form, RhoA-GDP. However,

RhoA-GDP cannot be directly assayed, while the total concen-

tration of membrane-bound Rho is reported by the signal of

the IT-RhoA. It is thus convenient to replace RD with the total

concentration of membrane-bound Rho, TR, which is simply

the sum of RT and RD. Then, anymodel describing the dynamics

of RhoA in terms of RT and RD can be readily recast into RT and

TR (see STAR Methods), whose dynamics are directly compara-

ble with the experimental data.

The prototypical two-variable activator-inhibitor model does

not satisfy the above condition of completeness but can be

extended to add the production of RhoA-GTP from RhoA-GDP

as shown in Figure 2C, resulting in a three-variable activator-

depleted substrate-inhibitor (ADSI) model.3,4 This compound

model consists of the ADS and the activator-inhibitor submod-

ules linked by a common activator, a layout often inferred in sys-

tems exhibiting complex oscillatory dynamics.38–40 Despite the

above differences in the proposed molecular mechanisms,

both modifications achieve the same end result—the appear-

ance of oscillations and waves—by endowing the ADS model

with additional negative feedback. The ADSI model does so by

introducing a full negative feedback loop in which RhoA-GTP
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Figure 2. Comparison of the ADSI and ADS+

models of wave dynamics

(A–C) Schematic diagrams of reaction networks.

RT, RhoA-GTP; RD, RhoA-GDP; F, inhibitor.

Shaded area represents membrane.

(D and E) Representative time series of the

spatially distributed (D) ADS+ and (E) ADSImodels.

Red, RT; cyan, TR (total RhoA).

(F–I) Normalized scatterplots of systems specified

on figures. (F) Averaged pixel values from a starfish

video; (G) same for a frog medial section video;

(H) data from the spatially distributed simulation of

the ADSI model; and (I) data from the spatially

distributed simulation of the ADS+ model.

(J) Schematic diagrams of Rho dynamics accord-

ing to the ADSI model. Sizes of labels and arrows

represent relative magnitudes of molecular pools

and fluxes, respectively.

(K and L) Schematic diagrams comparing spatial

profiles of RT, TR, and RhoA flux predicted by (K)

ADSI and (L) ADS+ models.

See also Figure S3 and Tables S1 and S2 for

further discussion.
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induces its own inactivation via recruiting a GAP with a delay

necessary to polymerize F-actin. The ADS+ model instead com-

pacts negative feedback into a single reaction in which GTPase

inactivation and removal from the plasma membrane are com-

bined to ensure that the inactivated GTPase cannot be immedi-

ately reactivated by a positive-feedback GEF but must first re-

bind the membrane from the cytoplasm.

Although the ADS+ and ADSI models have many similarities,

comparison of the wave patterns predicted by the two models

shows that they are qualitatively different (compare Figures 2D

and 2E). The ADS+ model (Figure 2D) predicts that one period

of wave dynamics involves progressive membrane accumula-

tion of inactive RhoA followed by its rapid autocatalytic
Current Bi
activation. RhoA-GTP thus produced is

then simultaneously inactivated and

removed from the membrane (magenta

arrow, Figure 2B). This reaction first re-

verses Rho activation and then fully extin-

guishes the spike of RhoA activity. The

ADS+ model belongs to the general

class of so-called accumulate-and-fire

models41 suggested to explain pH oscil-

lations in chemistry.42 The accumulate-

and-fire models combine phases of fast

and slow changes in the concentrations

of species they describe. Indeed, in Fig-

ure 2D, narrow maxima of GTPase activ-

ity with fast dynamics (‘‘fire’’ phase, char-

acteristic time T1z50 s) are interspersed

by broader intervals (‘‘accumulate’’

phase, characteristic time T2z150 s) of

slow accumulation of total GTPase. By

forcing unbinding of the GTPase from

the membrane immediately after its inac-

tivation, the ADS+ model induces local

depletion of the total membrane RhoA
so that the new cycle of activity starts with the replenishment

of the membrane pool of inactive RhoA from the cytoplasm

(Figures 2D and 2L). Consequently, the ADS+ model predicts

that the dynamics of RT and TR are largely anticorrelated: within

the accumulate phase, TR grows to its maximum, while RT re-

mains essentially 0, whereas, within the fire phase, the surge

in RT correlates with the drop in TR. These predictions are not

consistent with the empirical results, wherein RT accumulates

ahead of TR and the two signals are largely correlated. In

contrast, the ADSImodel (Figure 2E) predicts near-harmonic os-

cillations described by a single timescale (Tz100 s), with time-

shifted but otherwise largely correlated RT and TR, predictions

that closely match the experimental data (Figure 1).
ology 35, 1414–1421, March 24, 2025 1417
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To quantify these qualitative observations, we offer an intuitive,

heuristic approach that permits direct comparison between the

models and experimental data without the need for fitting the

models to a particular dataset. This approach is demonstrated in

Figures 2F and 2G, where the normalized and spatially averaged

intensities of imaging pixels are shown as scatterplots. Compari-

sonof theplots shows that thecloudsofdatapoints inbothstarfish

(Figure 2F) and frog (Figure 2G) experiments exhibit high positive

correlation, in full agreementwith the prediction of the ADSImodel

(Figure 2H). By contrast, the ADS+model predicts a distinct distri-

bution of data points with small negative correlation (Figure 2I).

Analysis of our experimental data in both starfish and frog also

showed that the maxima of RhoA GTPase activity precede in

time the maxima of the RhoA membrane abundance within all

observed activity patterns, including propagating waves and

pulses. Remarkably, mathematical analysis of the ADS+ and

ADSI models reveals that the two models provide opposite pre-

dictions regarding the sign of the time shift between the maxima

of GTPase activity and the abundance on the plasmamembrane.

Indeed, the ADS+ model posits that the maximum of GTPase

abundance must precede the maximum of activity (Figures 2D

and S3C and STAR Methods section, analysis of the ADS+

model). In contrast, and in agreement with the experiment, the

ADSImodel states that themaximumof activity always precedes

the maximum of abundance (Figures 2E and S3F and STAR

Methods section, analysis of the ADSI model). Importantly, anal-

ysis shows that thesemodel predictions are parameter-indepen-

dent and thus qualitatively differentiate the two models.

These divergent model predictions can be understood within

the framework provided by the theoretical concept of GTPase

flux, the notion that the membrane-cytoplasmic shuttling and,

therefore, cortical patterning of Rho GTPases are coupled with

their nucleotide cycling.1,31,43–45 The ADSI model is based on

the premise that RhoA-GDP undergoes rapid membrane-cyto-

plasmic exchange, whereas RhoA-GTP is largely membrane-

bound until inactivated by GAPs. This conjecture is strongly sup-

ported by the observation that Rho GDP dissociation inhibitors

(Rho GDIs), which solubilize Rho GTPases, have a higher affinity

for Rho-GDP than Rho-GTP,46–48 the demonstration that Rho

GTPases in the cytoplasm are predominantly in the GDP-bound

form,49,50 and the observation that Rho-GTP is enriched on

membranes.36,51 In a spatially homogeneous steady state (i.e.,

in the absence of any spatial patterns), the cytoplasmic and

membrane pools of inactive RhoA are in equilibrium, resulting

in a zero net RhoA flux (Figure 2Ji). In a cortex exhibiting waves,

activation of RhoA by positive feedback at the front of the wave

drives the system out of equilibrium, leading to the local deple-

tion of the membrane-bound pool of RhoA-GDP. This depletion

is rapidly compensated for by the translocation of RhoA-GDP

from the cytoplasm into the depleted region of the membrane

(positive Rho flux, Figure 2Jii). The newly deposited RhoA-GDP

is immediately activated on the membrane by the high local con-

centration of the GEF inducing further RhoA-GDP depletion and

thus more compensatory RhoA-GDP deposition. Therefore, in

the framework of the ADSI model, activation of GTPase drives

its translocation from the cytoplasm to the membrane and

causes its local enrichment. Thus, according to the ADSI model,

the maximum of GTPase activity approximately coincides with

the maximum of the GTPase positive flux (Figure 2K). The action
1418 Current Biology 35, 1414–1421, March 24, 2025
of this positive-feedback loop between RhoA activation and

accumulation proceeds until it is stopped by the negative feed-

back provided by the inhibitor. At the back of the wave, inactiva-

tion of RhoA causes the local surplus of membrane-bound

RhoA-GDP that is recycled back to the cytoplasm (negative

Rho flux, Figures 2Jiii and 2K).

Thedifference in thebehavior of theADS+model is explainedby

the addition of the reaction of simultaneous inactivation and recy-

cling to the cytoplasm (magenta arrow, Figures 2B and S3A). For

the oscillations and waves to exist within the ADS+ model, the

rate of this reaction must be much greater than the off rate of the

inactive GTPase (see STAR Methods). Thus, in the framework of

the ADS+ model, and contrary to the main assumption of the

ADSI model, the membrane residence time of RhoA-GTP is

much shorter than that of RhoA-GDP and the roles of active and

inactive forms are effectively reversed. To put it another way, in

the ADSI model, activation stabilizes the GTPase on the mem-

brane, whereas in the ADS+model, activation effectively removes

theGTPase fromthemembrane. Thus, theADS+model posits that

the maximum of RhoA activity coincides with the maximum of the

negative flux of RhoA (Figure 2L). This is the fundamental differ-

ence in the main assumptions of the two models and it explains

the different sign of the time shift predicted between the maxima

of RT and TR. Furthermore, it also explains the existence of strong

positive correlation between RT and TR in the ADSI model and

weak negative correlation in the ADS+ model (Figures 2H and 2I).

Therefore, the sign of the time shift between the maxima of to-

tal RhoA and active RhoA qualitatively separates the two theo-

retical models of wave generation. We conclude that our data

shown in Figure 1 argue strongly in favor of the ADSI model

and falsify the ADS+model. As shown in Figure S3G, this conclu-

sion is robust to the unknown time delay between the true

maximum of the GTPase activity and that of the fluorescent

signal of the probe for active RhoA used in our experiments.

Indeed, due to this delay, the true maximum of RhoA activity

(dashed red curve in Figure S3G, top) is even further ahead of

the maximum of total RhoA (solid blue curve) than the experi-

mentally measured maximum of the reporter accumulation (solid

red curve). However, if the ADS+ model held true, the experi-

mentally measured maximum of the activity probe would be

even further behind the maximum of total RhoA than the true

maximum of RhoA activity (Figure S3G, bottom).

Although the results presented here show that a simple ADS

model based solely on RhoA-GTP autoactivation and RhoA-

GDP depletion cannot account for RhoA activity waves, they

leave open the intriguing possibility that some other player

necessary for RhoA activation might be subject to depletion

and thus influence the wave dynamics. For example, Tong

et al. recently suggested that depletion of PI(4,5)P2 could regu-

late the period of mitotic Rho waves in mast cells,38 a possibility

consistent with the results presented here, assuming that the

lipid operates on, say, the GEF rather than the Rho-GDP.

In summary, we found that waves of GTPase activity are

unambiguously associated with the waves of GTPase enrich-

ment, consistent with recent results from cell repair17 and yeast

polarization.19 Furthermore, in both frogs and starfish, RhoA ac-

tivity waves precede waves of RhoA enrichment, a finding that

excludes the ADS+ model, which predicts the opposite result.

These observations indirectly support the existence of explicit
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inhibitorymolecular complexes that are induced by the activity of

GTPases and eventually extinguish it. Negative feedback medi-

ated by a GAP bound to a polymeric network generated down-

stream of the activity of a small GTPase is likely broadly

conserved.1,4 For example, binding of the Cdc42 GAP Bem2 to

the septin scaffold was shown to provide negative feedback to

Cdc42 activity in the context of budding yeast polarization.52

The results presented here also bring into sharper focus the

notion of Rho flux between the cytoplasm and the plasma mem-

brane as a result of the combined action of positive and negative

feedback loops, an idea previously only tested for Cdc42 in

budding and fission yeast.53–55 Given the recent demonstrations

of close collaboration between Rho GEFs and GAPs in a variety

of model systems and cellular contexts,11,12,56 these findings

indicate that the Rho flux is likely to be a core feature of Rho

GTPases in cell-morphogenetic activity.

RESOURCE AVAILABILITY

Lead contact

Requests for further information and resources should be directed to and will

be fulfilled by the lead contact, William M. Bement (wmbement@wisc.edu).
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KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Critical commercial assays

mMessage Machine SP6 kit Ambion AM1340

Poly(A) Tailing kit Ambion AM1350

RNA clean-up kit (RNeasy Kit) Qiagen 74104

Experimental models: Organisms/strains

Xenopus laevis sexually mature females Xenopus 1 and Marine Biological Lab N/A

Patiria Miniata Marinus and South Coast Bio-Marine N/A

Recombinant DNA

pCS2_mCh-rGBD Benink and Bement22 N/A

pCS2_GFP-rGBD Benink and Bement22 N/A

pCS2_GFP-IT-xRho (frog experiments) Golding et al.17 N/A

pCS2_xGDI (frog experiments) Golding et al.17 N/A

pCS2_xEct2dNLS (frog experiments) Michaud et al.4 N/A

pCS2_xRGA-3/4 (frog experiments) Michaud et al.4 N/A

pCS2_GFP-IT-PmRho (starfish experiments) This study N/A

pCS2_SpEct2 (starfish experiments) Bement et al.3 N/A

Software and algorithms

Wave analysis Python script Swider et al.6; updated for

kymograph analysis in this study

https://github.com/zacswider/waveAnalysis

MATLAB scripts for image analysis This study https://doi.org/10.5281/zenodo.14582898

MATLAB MathWorks https://www.mathworks.com/

products/matlab.html

Fiji/ImageJ Schindelin et al.57 https://imagej.nih.gov/ij/

Fiji/ImageJ Plugins This study https://github.com/domchom/DC_Fiji_macros

Prism GraphPad https://www.graphpad.com
EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

Adult Patiria miniata (bat stars) were obtained from Marinus and South Coast Bio-Marine and housed in natural seawater tanks with

aeration at 11�-14�C, at the Oregon Institute of Marine Biology. Animals were fed with minced, cooked shrimp and locally collected

mussels. Starfish oocytes were obtained from ovary fragments, after transfer to Ca2+-free artificial seawater. Individual oocytes were

kept at 12�C and rinsed several times to remove follicles and then transferred to filtered sea water at 12�C until microinjection.

Adult wild-type Xenopus laevis (frog) females were purchased from theMarine Biological Laboratory and Xenopus 1 and housed in

tanks connected to a continuous-flow Tecniplast system. The water was maintained at a temperature of 18–19�C, a pH of 7.2–7.8,

and a conductivity of 1300–1400 mS. Frogs were fed Nasco Frog Brittle twice per week. Chunks of ovary were collected from adult

wild-type Xenopus laevis females and stored in 1x Barth’s solution (87.4 mM NaCl, 1 mM KCl, 2.4 mM NaHCO3, 0.82 mM MgSO4,

0.6mMNaNO3, 0.7mMCaCl2, and 10mMHEPES at pH 7.6). Oocytes were treated with collagenase for 1 hr at 16�C, and then rinsed

extensively with 1x Barth’s solution before recovering overnight at 16�C. Stage VI oocytes were selected andmanually defolliculated

before injection.

METHOD DETAILS

Constructs and mRNA
All constructs are contained within the pCS2+ vector. The GFP- and mCherry-rGBD used in both starfish and frog experiments were

generated by fusing the Rho binding domain of Rhoketin with a fluorescent protein.22 For frog IT-GFP-RhoA and IT-mCh-RhoA, the

constructs were created by inserting aGFP/mCherry protein into an exposed loop of the RhoA protein.17 A starfish version of IT-GFP-

RhoA was developed using a similar approach, where a GFP was introduced within an external loop of the P. miniata RhoA. The GDI

utilized in this study was previously detailed in Golding et al.17 The Ect2dNLS and RGA-3/4 constructs employed for inducing cortical
e1 Current Biology 35, 1414–1421.e1–e4, March 24, 2025
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excitability in frogs were described elsewhere.4 For starfish experiments, we utilized the previously described echinoderm Ect2

construct.3

Prior tomRNA synthesis, all plasmidswere linearized downstreamof the open reading frame.mRNA synthesiswas then carried out

using the mMessage Machine SP6 kit (Ambion, #AM1340). For starfish mRNA, polyadenylation was performed using the Poly(A)

Tailing kit (Ambion, #AM1350). mRNA was subsequently purified using the RNeasy Kit (Qiagen, #74104). Size and quality of

mRNA was confirmed via gel electrophoresis, and concentration was calculated against a GFP standard curve.

Microinjection
Starfish oocytes were shearedwith a narrow capillary to removemucus and arranged in rows on coverslip-bottomed dishes (MatTek)

that were pre-rinsed with 1%protamine sulphate for 30 sec. Oocytes were then pressure-injected using capillary glass needles using

a Dagan Instruments injector and an Narishige oil-hydraulic micromanipulator. An injection volume corresponding to 1–2% of the

total oocyte volume was used and, after injection with mRNA, oocytes were incubated overnight at 12–14�C. The injection needle

concentration of IT-GFP-RhoA, Ect2, and rGBD mRNA were 25-50 ng/mL, 50-80 ng/mL, and 50-100 ng/mL, respectively.

Frog oocyte microinjections were performed using a Warner Instruments PLI-100 microinjector and a manual Narishige microma-

nipulator. Needles were pulled from capillary tubes and calibrated to inject 40 nL of mRNA. Cells were injected in a mesh-bottomed

Petri dish containing 13 Barth’s solution. For IT-GFP-RhoA, GDI, and rGBD, mRNA was injected the day before imaging and incu-

bated overnight at 16�C. The injection needle concentration of IT-RhoA, GDI, and rGBD mRNA were 250 ng/mL, 125 ng/mL, and

100 ng/mL, respectively. For Ect2dNLS and RGA-3/4, the mRNA was injected the morning of imaging, and the cells were incubated

at 23�C for >3-4 hours before imaging to allow for cortical wave generation. The injection needle concentration of Ect2dNLS and

RGA-3/4 mRNA were 200 ng/mL and 166 ng/mL, respectively, unless stated otherwise.

Image acquisition
Starfishoocyteswerescreened formRNAexpression (as judgedwitha fluorescentdissectingscope) andsmall groupswereselected for

imaging. Oocyte maturation was induced by addition of 1-methyladenine to �10�5 M. Oocytes were imaged in chambers made by

placing 22x30mm#1.5 coverslips on�1 cm lines of vacuumgreasedrawnon75x25mmglass slideswith toothpicks. Imagingwas con-

ducted on an inverted Olympus FluoView 1000 laser-scanning confocal microscope using a 1.15-NA 403water-immersion objective.

Temperature wasmaintained at 16–18�C by room air conditioning; these temperatures are well within the range tolerated byP.miniata.

Frog oocytes were mounted onto glass slides within a �1x1 cm area of vacuum grease to accommodate their size and were

covered with #1.5 coverslips in 1x Barth’s solution. Imaging was conducted using a Prairie View Swept Field Confocal (SFC) system

mounted on a Nikon Eclipse Ti base (Bruker), employing a 60x 1.4-NA oil immersion objective. The microscope was controlled by

Prairie View software (Bruker). Imaging was conducted at room temperature. En face imaging was performed by acquiring time-se-

ries data with 5 steps of 1 mm each. For medial section imaging, images were captured in a single optical plane.

Image processing
Image processing was performed using ImageJ/Fiji.57 Multi-stack en face images were max projected, then subsequently divided by

the sum of pixel intensities to mitigate vertical artifacts stemming from the SFC microscope. Difference videos were generated in Fiji

through the process of subtracting the signal from n frames following a frame of interest from each corresponding frame. Kymo-

graphs were generated using Fiji’s reslice function, with a 1-pixel-wide line across the field of view for en-face imaging or along

the cell edge for medial section imaging. All images and figures were compiled in Adobe Illustrator.

QUANTIFICATION AND STATISTICAL ANALYSES

Image analysis
The analyses depicted in Figure 1, including time-shift, period, and wave profile analyses, were conducted using the "WaveAnalysis"

Python script.6 For medial sectional imaging, kymographs were generated and assessed using the same script, with modifications

tailored to accommodate kymographs (these adaptations are now integrated into the script and detailed here: https://github.com/

zacswider/waveAnalysis). In short, kymographs were vertically binned into lines approximately 4microns wide, and the average pixel

intensity across those 4 mm was used to construct wave profiles. Subsequent analyses were the same as the previously reported

procedures.6 For wave profiles in Figure 1, the signal intensity was normalized to the maximum and minimum signal via

Normalized value =
Raw value � Min value

Max value � Min value
:

The mean time-shifts illustrated in Figure S1E were produced utilizing a previously described MATLAB script.16 Difference videos

were utilized for all quantitative assessments. Figures were initially crafted in GraphPad Prism and subsequently refined and

compiled in Adobe Illustrator. Statistical analyses were conducted using GraphPad Prism.

Scatter plots (Figures 2F and 2G) were generated as follows. Fluorescent intensity signals of RhoA-GTP and total Rho were aver-

aged within the boxes of 10x10 pixels. The resulting values were then normalized by the maximum and minimum values computed

over all pixel boxes and all imaging frames of the respective imaging series using the same formula above. Correlation coefficients

(Figures 2F and 2G) were computed using the MathWorks MATLAB� function corrcoef.
Current Biology 35, 1414–1421.e1–e4, March 24, 2025 e2
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Numeric simulations
Simulations of the ADSI model4 (Figures 2E and 2H) were performed on a square domain 200mm x 200mm with spatial resolution

Dx = 0:5 mm and periodic boundary conditions for the earlier published set of parameters4 (Table S2). The simulations were initiated

with random initial conditions spatially distributed in the vicinity of the uniform stationary state.

Simulations of the ADS+ model (Figures 2D,I) were performed on a square domain 100mm x 100mm with spatial resolution Dx =

0:2 mm and periodic boundary conditions for the parameter values presented in Table S1 and k2 = 0:06 mM� 2 sec� 1. To induce

wave dynamics, four spiral cores were embedded into the initial conditions.

Simulation results shown as scatter plots (Figures 2H and 2I) were averaged inside the boxes of size 5x5 computational pixels and

then normalized as described above (see image analysis). Correlation coefficients (Figures 2H and 2I) were computed using the

MathWorks MATLAB� function corrcoef.

Analysis of the ADS+ model
We can quantitatively formulate the ADS+ model that describes the spatio-temporal dynamics of the two membrane-associated

forms of RhoA, inactive RhoA with the local concentration RD and active RhoA with the local concentration RT as a system of

two partial differential equations. Following earlier published work15,35 but assuming for simplicity that the cytoplasmic pool of inac-

tive RhoA is so large that its concentration can be considered constant, we write:

_RT =
�
k1 + k2RT

2
�
RD � ðk3 + k4ÞRT +dRTDRT

_RD = � �
k1 + k2RT

2
�
RD+ k3RT + k5 � k6RD+dRDDRD

; (Equation 1)

where the numbering of constants follows Figure S3A and their representative values are given in Table S1. Phase diagram of the

model (1) schematically shown in Figure S3B on the plane of parameters k4 and k2 that quantify the strengths of negative and positive

feedback, respectively, shows that the ADS+ model can support waves ubiquitously. Outside of the oscillatory domain the homo-

geneous steady state of the model is linearly stable, but to the right of the domain of oscillations it can be induced to produce excit-

able waves by a supercritical perturbation. In the following discussion we omit the diffusion terms dRTDRT , dRDDRD and instead of

RD, which cannot be assayed experimentally, we introduce the concentration of total RhoA TR = RT +RD, whose dynamics can be

directly compared with that of IT-RhoA in experiments. This changes model (1) to the system of two ordinary differential equations:

_RT =
�
k1 + k2RT

2
�ðTR � RTÞ � ðk3 + k4ÞRT

_TR = k5 � k6ðTR � RTÞ � k4RT
(Equation 2)

As a two-variable system of ordinary differential equations, model (2) can be fully characterized mathematically in terms of the anal-

ysis of its nullclines.26 The nullclines of equations (2), obtained by solving _RT = 0; _TR = 0, are then

TR =

�
k1+k3+k4+k2RT

2
�
RT

k1+k2RT2
; _RT = 0; (Equation 3)

and

TR =
k5
k6

+

�
1 � k4

k6

�
RT; _TR = 0 (Equation 4)

Existence of waves in the full spatially distributed model (1) requires that the nullclines (3,4) of the ordinary differential equations (2)

satisfy the following conditions. First, nullcline (4) _TR = 0, which is a straight line, must have a negative slope. Second, nonlinear

nullcline (3) _RT = 0 should have a descending segment with negative slope. An example of a phase portrait in which both conditions

are satisfied is shown in Figure S3C. In this case, the point of intersection of the two nullclines corresponds to an unstable steady

state of the type focus26 (empty circle, Figure S3C), which is surrounded by a stable limit cycle (green trajectory, Figure S3C).

These conditions impose strong restrictions on themodel parameters. Indeed, for the nullcline _TR = 0 to have a negative slope, the

rate of RT membrane detachment, k4, must be larger than that of the inactive RD, k6, (in practice, however, the requirement is even

stronger, k4 [ k6). If the reaction of simultaneous inactivation and removal of the GTPase into the cytoplasm does not exist (k4 = 0

and the magenta arrow is removed from the diagrams in Figures 2B and S3A) the ADS+ model reverts back to the basic ADS model

shown in Figure 2A. The systems (1) and (2) then describe the dynamics of the ADSmodel and nullcline (4), _TR = 0, has a parameter-

independent positive slope 1. Then, under varyingmodel parameters, the nullclines either do not intersect or intersect in two points. In

both cases, due to the lack of mass conservation in (2), there exists also a stable steady state corresponding to the infinite values of

RT and TR. The ADS model, therefore, could be either mono- or bistable, but cannot exhibit oscillatory or excitable dynamics. This

explains why the basic ADS model shown in Figure 2A cannot explain GTPase waves and requires introduction of additional ele-

ments, such as the reaction with rate k4 (Figures 2B and S3A), or an additional inhibitory variable (Figures 2C and S3D).

An important biological conclusion that immediately follows from the requirement

k4 [ k6 (Equation 5)

is that the ADS+ model (1) can explain cortical waves of GTPase activity only if the membrane residence time of active form of the

GTPase is much shorter than that of its inactive form.
e3 Current Biology 35, 1414–1421.e1–e4, March 24, 2025
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On the other hand, nullcline (3), _RT = 0, is a nonlinear function that has a sigmoidal shape with a descending segment only when

k1 < ðk3 + k4Þ =8, which can be readily seen from the analysis of the shape of nullcline (3). This strict inequality can be approximated by

k3 + k4 [ k1; (Equation 6)

which could be biologically interpreted as a requirement that the rate of non-autocatalytic activation of a GTPase, k1, should be small

in comparison with the total rate of GTPase inactivation, k3 + k4. In comparison with (5), this requirement is, however, much less

restrictive.

Another important biological conclusion arises from the analysis of the direction of phase flow determined by the equations (2). This

analysis shows (green arrows, Figure S3C) that the limit cycle, if it exists in the model at the given parameter values, is always tra-

versed clockwise. In other words, this means that, in the framework of the ADS+ model, the maximum of the total concentration of a

GTPase (blue filled circle, Figure S3C) is always visited by the trajectory before the maximum of GTPase activity (red filled circle, Fig-

ureS3C). Furthermore, it is straightforward to see that when the limit cycle passes through the maximum of RT (red filled circle, Fig-

ure S3C), the time derivative of the total membrane RhoA is negative, _TR< 0. This simply follows from the fact that themaximumof RT

lies always to the right of the nullcline (4) _TR = 0 on the phase plane ðRT; TRÞ (Figure S3C). This provides a formal mathematical proof

that in the ADS+model the maximum of TR always precedes in time the maximum of RT. Importantly, this conclusion is independent

of the specific values of the model parameters and is, thus, universal for the ADS+ model as defined by the model diagram in

Figures 2B and S3A.

Analysis of the ADSI model
Following our earlier published work,3,4 the three-variable ADSI model used here can be mathematically formulated as follows:

_RT =

�
k0 + ½GEF� k1RT

3

1+k2RT2

�
RD � ðk3 + k4½GAP�FÞRT +dRTDRT

_RD = �
�
k0 + ½GEF� k1RT

3

1+k2RT2

�
RD+ ðk3 + k4½GAP�FÞRT + k5 � k6RD+dRDDRD

_F = k7 +
k8RT

2

1+k9RT2
� k10F +dFDF

; (Equation 7)

where the numbering of constants follows Figure S3D and their representative values are given in Table S2. Rate k10, not shown on

Figure S3D, represents degradation of the inhibitor F (i.e., in molecular terms, depolymerization of F-actin). Here we also explicitly

introduced the nondimensionalized concentrations of the positive feedback GEF and the negative feedback GAP to parametrize

the strengths of positive and negative feedback, respectively. As in earlier analysis,3,4 we assume that themodel parameters are cho-

sen so that the equations (7) have a single steady state whose stability changes with the variation of parameters that control the

strength of positive and negative feedback, [GEF] and [GAP], respectively. Figure S3E shows a typical phase diagram of the model

behavior on the plane of parameters [GEF] and [GAP]. Within the central triangular shaped domain of parameters, the steady state of

the equations (7) is always unstable, and themodel exhibits oscillatory waves. To the right of the oscillatory domain themodel is excit-

able and can also exhibit waves. Importantly, linear stability analysis4 shows that waves can be observed also to the left of the oscil-

latory domain, in the domain of the so-called wave instability,58 also referred to sometimes as the finite wavelength Hopf, or the

Turing-Hopf instability. Wave instability is a wave analogue of the stationary Turing instability that takes place when the homoge-

neous steady state loses stability via a pair of complex-conjugate eigenvalues and can be observed in models of (bio)chemical dy-

namics only with three or more variables. Therefore, the two-variable ADS and ADS+models cannot possess the domains of param-

eters corresponding to the wave instability.

To predict the sign of time shift between the maxima of RT and TR we proceed as in the analysis of the ADS+ model above. Re-

placing RD by TR � RT in (7) and omitting the diffusion terms, we obtain a system of three ordinary differential equations:

_RT =

�
k0 + ½GEF� k1RT

3

1+k2RT2

�
ðTR � RTÞ � ðk3 + k4½GAP�FÞRT

_TR = k5 � k6ðTR � RTÞ

_F = k7 +
k8RT

2

1+k9RT2
� k10F

(Equation 8)

The nullclines of equations (8) are 2D surfaces in the 3D phase space and are not readily analyzable. Instead, we can reveal the

sequence in which the oscillatory trajectory visits the maxima or RT and TR by projecting it onto the 2D plane (RT, TR) (Figure S3F).

Note that unlike the oscillation trajectory of the ADS+ model (cf. Figure S3C), the direction of phase flow in the ADSI model is coun-

terclockwise. Therefore, contrary to the dynamics of the ADS+ model (2), in the ADSI model (8) the maximum of RT always precedes

that of TR in time. Again, this conclusion is independent of the exact values of model parameters and applies to waves in the oscil-

latory, excitable and wave instability domains of parameters (Figure S3E).
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Figure S1. IT-RhoA produces robust waves in starfish and frog oocytes. Related to 
Figure 1. 
(A) Representative images of starfish oocytes exogenously expressing Ect2 shows IT-RhoA 
accumulation in polar body extrusion during Meiosis-II (left) and in the cortical furrow during 
mitosis (right). Arrows point to sites of IT-RhoA accumulation. 
(B) Representative image and kymograph of a starfish oocyte exogenously expressing Ect2 
produces robust, amplified waves of IT-RhoA.  
(C) Representative wave profiles depicting the raw signals of RhoA-GTP (red) and IT-RhoA 
(cyan) extracted from a starfish oocyte exhibiting amplified cortical excitability.  
(D) Representative image and kymograph of a frog immature oocyte exogenously 
overexpressing Ect2dNLS and RGA-3/4 displays distinct waves of IT-RhoA.  
(E) Mean RhoA-GTP/Total RhoA time-shift of individual boxes in starfish oocyte en face 
movies (left, 12.12 ± 1.47 sec; ±SD; p-value <0.0001, two-tailed one-sample t-test) and frog 
immature oocyte medial section movies (right, 3.39 ± 1.01SD sec: ±SD; p-value <0.0001, two-
tailed one-sample t-test) using an independent MATLAB script16 (see methods). Each point 
represents the time-shift of an individual box.  
Horizontal scale bars: 20 µm; Vertical scale bar: 2 min. Arrowheads indicate the location used 
for kymograph generation.  
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Figure S2. RhoA activity leads RhoA membrane enrichment in different wave regimes 
and with distinct fluorescent probes. Related to Figure 1. 
(A) Representative kymograph of RhoA-GTP (red) and Total RhoA (cyan) waves from a medial 
section difference movie of a frog oocyte injected with 66 ng/μL needle concentration RGA-
3/4, reduced compared to 166 ng/μL in Figures 1B-C.  
(B) Left: Average wave period for the cellular conditions in A (66 ng/μL: 112.5 ± 18.10 SD sec; 
166 ng/μL: 99.92 ± 20.40 SD sec; p-value: 0.0210; unpaired t-test). Right: Overall mean time 
shift between RhoA-GTP and Total RhoA signals for the conditions in A (66 ng/μL: 4.46 ± 1.91 
SD sec; 166 ng/μL: 4.20 ± 1.92 SD sec; p-value: 0.3994; unpaired t-test).  
(C) Representative still images of difference movies and corresponding kymographs of frog 
oocytes expressing no Ect2dNLS or RGA-3/4 (left) and Ect2dNLS without RGA-3/4 (right), 
showing pulse-like waves of RhoA-GTP.  
(D) Representative kymographs of RhoA-GTP (red) and Total RhoA (cyan) waves from a 
medial section difference movie of frog immature oocytes expressing Ect2dNLS without RGA-
3/4.  
(E) Overall Mean time shift between RhoA-GTP and Total RhoA signals for the conditions in 
D. RhoA-GTP leads Total RhoA by 2.30 ± 0.94 SD sec. This time shift is abolished when the 
Total RhoA image is flipped vertically (0.11 ± 2.16 SD sec; p-value 0.0043, paired t-test).  
(F) Representative kymographs from a medial section difference movie of RhoA-GTP (red) 
and Total RhoA (cyan) waves in frog immature oocytes expressing GFP-rGBD and mCh-IT-
RhoA.  
(G) Quantification for F showing that GFP-rGBD leads mCh-IT-RhoA by 1.91 ± 0.74 SD sec 
(p-value <0.0001; two-tailed one-sample t-test).  
Horizontal scale bars: 10 µm; Vertical scale bar: 2 min. Arrowheads indicate the location used 
for kymograph generation. Each point in all dot plots represents the mean value for an 
individual cell.  
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Figure S3. Mathematical analysis of the ADS+ and ADSI models. Related to Figure 2 and 
Tables S1 and S2. 
(A) Reaction diagram of the ADS+ model with kinetic rate constants. See Table S1 for more 
details of kinetic rate constants. 
(B) Sketch of the ADS+ model phase diagram.  
(C) Phase portrait of the ADS+ model, with the phase flow direction indicated by a green line 
with arrows along the limit cycle. 
(D) Reaction diagram of the ADSI model with kinetic rate constants. See Table S2 for more 
details of kinetic rate constants. 
(E) Sketch of the ADSI model phase diagram.  
(F) Projection of the 3D phase portrait of the ADSI model onto the plane (RT, TR). The green 
line with arrows represents the phase flow direction, while the red and cyan dots indicate the 
positions of the RT and TR maxima, respectively. 
(G) Comparison of the model predictions and the experiment. IT-RhoA wave profile, cyan 
curve; signal of the activity reporter, solid red curve; true unknown profile of RhoA-GTP, red 
dash curve.  
For detailed discussion of models and figure see STAR Methods. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 
 

k1 0.001 s-1 
k2 (0.05,0.45) µM-2s-1 
k3 0.01 s-1 
k4 0.133333 s-1 
k5 0.0666667 µM*s-1 
k6 0.00444444 s-1 
dRT 0.05 µm2/s 

dRD 0.1 µm2/s 
Table S1 The ADS+ model parameters. Related to Figures 2 and S3. 
 

k0 0.00625 s-1 
k1 0.3125 µM-3s-1 
k2 1 µM-2 
k3 0.0625 s-1 
k4 0.05625 µM-1s-1 
k5 0.0625 µM*s-1 
k6 0.0208333 s-1 
k7 0.001875 µM*s-1 
k8 0.1406 µM-1s-1 
k9 0.25 µM-2 
k10 0.025 s-1 

[GEF] 1.0 
[GAP] 1.05  

dRT 0.08 µm2/s 

dRD 0.4 µm2/s 
dF 0 µm2/s 

Table S2 The ADSI model parameters. Related to Figures 2 and S3 
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