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Excitable behavior can explain the
‘‘ping-pong’’ mode of communication
between cells using the same

chemoattractant

Andrew B. Goryachev"?*, Alexander Lichius®®, Graham D. Wright?® and Nick D. Read?

Here we elucidate a paradox: how a single chemoattractant-receptor system
in two individuals is used for communication despite the seeming inevitability
of self-excitation. In the filamentous fungus Neurospora crassa, genetically
identical cells that produce the same chemoattractant fuse via the homing of
individual cell protrusions toward each other. This is achieved via a recently
described “ping-pong’’ pulsatile communication. Using a generic activator-
inhibitor model of excitable behavior, we demonstrate that the pulse
exchange can be fully understood in terms of two excitable systems locked
into a stable oscillatory pattern of mutual excitation. The most puzzling prop-
erties of this communication are the sudden onset of oscillations with final
amplitude, and the absence of seemingly inevitable self-excitation. We show
that these properties result directly from both the excitability threshold and
refractory period characteristic of excitable systems. Our model suggests
possible molecular mechanisms for the ping-pong communication.
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Introduction

Chemotaxis and chemotropic growth
are ubiquitous among all forms of life
[1-3]. They play an important role in the
physiology of simple unicellular organ-
isms, such as bacteria and yeasts [4-6],
as well as within our own complex mul-
ticellular bodies, e.g. during develop-
ment, wound healing or the immune
response [7]. If a chemical signal
released by one cell is sensed by
another, they can use chemotaxis to
meet each other. Most often, such an
invitation is not specific: all cells
capable of sensing the signal are
invited and welcome to join the party.
Thus, starved Dictyostelium amoebas
secrete cyclic adenosine monophos-
phate (cCAMP) whose gradient they fol-
low to assemble into compact cell
aggregates [8, 9].

A different situation occurs if a cell
needs to meet only one partner, e.g.
when two haploid individuals seek each
other to mate and form a diploid zygote.
In this case finding the correct mating
partner is possible because they have dis-
tinct genetic makeups. Thus, budding
yeasts have two mating types, a and «,
that secrete their own mating pheromones
and express receptors for the pheromones
of the opposite type [10]. However, in
many fungi, including the filamentous
ascomycete Neurospora crassa, individ-
ual cells also fuse for reasons other than
reproduction.
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Figure 1. The ping-pong signaling between two Neurospora cells that grow chemotropically
toward each other. A: Fluorescent signal of MAK-2 MAP kinase labeled with GFP at the tips
of cell protrusions. Two time frames separated by half a period correspond to the first two
peaks on panel B. B: Time series of the total tip MAK-2-GFP fluorescence quantified for the
two cells shown in A. C: Cartoon illustrating the principle of the alternating exchange of
signaling pulses. The MAK-2-GFP localization is shown as blue filled circles in one cell and
red in the other to match the notations in panel B, while green filled circles correspond to SO
localization. The green regions outside the cells represent the field of diffusing chemoattrac-
tant produced by the cell that sends the signal. CAT — conidial anastomosis tube, a special-
ized cellular protrusion destined for fusion with other cells.

Shortly after germination, asexual
spores (conidia) of Neurospora develop
small, slender protrusions termed con-
idial anastomosis tubes (CATs) [11] that
seek each other and fuse tip-to-tip to
join the individual conidial germlings
into a supercellular colony-network
[12, 13]. Being genetically and develop-
mentally identical, CATs have to rely on
the communication involving a com-
mon, as yet unidentified, chemoattrac-
tant. Such a mode of communication,
sometimes called “self-signaling” [13],
poses an unexpected biophysical
challenge. Indeed, the signal released
by the cell itself is always stronger
than the remote partner’s signal, which
is inevitably weakened by diffusion.
How such a mode of communication
might be functional despite the
seemingly inevitable auto-excitation
remained a puzzling paradox up until
recently.

From microscopic observations it
was nevertheless clear that chemical
communication between CATs indeed
takes place. The CATs select their part-
ners at a distance as evidenced by their
purposeful homing toward each other
that becomes apparent when their sep-
aration is less than ~15 pm. Genetic
analyses identified a number of candi-
date genes whose products were
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required for CAT formation, homing
and fusion [14-19]. Deletion of the gene
encoding the MAP kinase MAK-2
resulted in cells unable to chemotropi-
cally home and fuse with other, even
normal, wild-type, cells. To shed light
on the cellular localization of this
kinase, Fleifiner et al. [20] genetically
tagged MAK-2 with green fluorescent
protein (GFP). Unexpectedly, they
found that in the CATs undergoing che-
motropic homing, MAK-2 localized to
the plasma membrane at the CAT tips
periodically in time, reaching maximum
intensity every 10-12 min (see Fig. 1A).
Importantly, the exact location of the
maximal intensity of MAK-2-GFP signal
within the tip was predictive of the
future direction of CAT turning,
suggesting a direct causative link
between the MAP kinase signaling and
the direction of growth. The apparent
MAK-2 oscillations in the homing CATs
are always shifted by half a period, so

' Supporting information movies 1 and 2
show MAK-2-GFP localization in CATs
homing toward each other and then fusing.
Two 36 min image sequences were
recorded at 2 min intervals. Each frame
consists of a projection of 6 images captured
as a z stack (acquired every 0.5 um over a
3 pm range) and then deconvolved.
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that peaks in one pattern correspond to
troughs in the other and vice versa as
shown in Fig. 1B (see also Supporting
information movies'). Remarkably,
another essential protein for CAT fusion,
with unknown function, soft (SO) [17],
exhibited a complementary oscillatory
pattern, with a maximum intensity in
one cell synchronized with the maxi-
mum of MAK-2 in the other. Fleifiner
et al. [20] suggested that the MAK-2
peaks correspond to the receiving of a
signal while the SO maxima to the send-
ing of it (see Fig. 1C). The observed
dynamics of MAK-2 and SO then
indicates that the two CATs alternately
exchange signaling pulses as if throw-
ing each other a ball; thus, this com-
munication mode was named the “ping-
pong” signaling mechanism [13].

How does such a synchronized pat-
tern suddenly emerge upon reaching
some critical intercellular distance?
What mechanisms are responsible for
it? In the present contribution we
present a simple model of the pulsatile
signaling and argue that the observed
behavior of Neurospora CATs can be
well explained by the concept of bio-
logical excitability. A biological system
responds excitably to an external signal
if at first it rapidly amplifies the signal
and then, with a delay, it suppresses the
response to return back to the resting
state in which it existed before the sig-
nal. The latter phase is often referred to
as perfect adaptation (see, e.g., [3]).
Excitable behavior has long been
studied in neuroscience, as well as in
chemistry and physics. Following this
well-developed framework we formu-
late a number of experimentally testable
hypotheses regarding the nature of
the molecular mechanisms that underlie
ping-pong signaling.
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Excitable behavior

The ability to perform a sudden, tran-
sient burst of activity in response to a
super-threshold stimulus is a funda-
mental property of many biological
systems. In order to exhibit such
dynamics, however, a system need
not be as complex as a living organism.
A lightning bolt that hits a solitary tree
has a good chance to ignite it. The
resulting fire, if caught, will rage until
it consumes the whole tree and will
extinguish itself once it runs out of
the combustible wood. All excitable
systems possess the critical excitation
threshold that the external stimulus
needs to exceed in order to produce
the response and the refractory period
that follows immediately after the
period of activity. During this refractory
period the system is unable to respond
to another stimulus, regardless of its
amplitude. All excitable systems, how-
ever, eventually recover and stay
poised for another burst of activity to
be unleashed by a super-threshold
stimulus whenever it arrives. In our
example, if a new tree grows on the
place of the burned one, it again can
catch fire should a lightning strike the
same spot twice.

In a dense forest, however, a single
burning tree will very likely ignite its
neighbors. The fire will then sweep
through the forest like a wave, leaving
in its wake ash and cinder. The ability
to directionally relay the activity pulse
makes a spatially distributed system
consisting of excitable elements a suit-
able medium for the propagation of
information. Not surprisingly, the con-
cept of excitability emerged in biology
in the context of nerve pulse propa-
gation [21-26]. In 1952 Hodgkin and
Huxley [27] developed an elaborate
electro-chemical model that for the first
time described the initiation and propa-
gation of the action potential along
the axon. Following in their steps,
Fitzhugh (1961) and, independently,
Nagumo et al. (1962) proposed a highly
simplified model that is commonly
used in the literature as a prototypical
model of excitability [28, 29]. The con-
cept of excitability has since firmly
established itself in a number of bio-
logical disciplines. Thus, most of the
intracellular Ca®* signals [30-32] and
cardiac muscle contraction [33-35] can
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Figure 2. Phase portrait of a prototypical activator-inhibitor model illustrating the concept
of excitable behavior. The nullclines of the system are shown by red and blue curves. A
typical excitable phase trajectory is shown by the magenta curve. SS - steady state,

green arrow symbolizes a super-threshold stimulus that induces the excitable behavior.
Numbers on the trajectory correspond to the four phases of excitable dynamics discussed

in the text. Model parameter values: ¢ = 1, « = —12.4, $ =8.05, y =8, k = 6, ug = 5.6,

Vg = 0.1.

be described as propagating waves of
excitation. Bursts of cAMP released by
individual aggregating Dictyostelium
amoebas self-organize into the excit-
able spiral waves that rotate around
the aggregation center [36—38]. The dis-
covery of excitable dynamics in chemi-
cal reactions [39], of which the famous
Belousov-Zhabotinsky reaction is per-
haps the most notable example, also
fuelled interest in the excitability out-
side of biology. Numerous theoretical
and computational studies inspired by
the experimental results provided us
with the presently comprehensive
mathematical understanding of this
phenomenon.

The essence of excitable behavior
can be captured mathematically with
a simple model that uses ordinary differ-
ential equations to describe the concen-
trations of two hypothetical substances,
activator A and inhibitor I [40]. The
activator rapidly amplifies itself and
increases the production of the
inhibitor, while the inhibitor slowly
suppresses the activator, e.g. by increas-
ing its degradation. We stipulate that
the concentrations of A and I should
be positive at all times and also that
in the absence of any stimulation the
system should rest in a steady state
characterized by small concentrations
of A and I. This can be achieved by
appropriately modifying the prototypi-
cal Fitzhugh-Nagumo (FHN) model,
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e.g., as follows:

U = U—au+pu®—ud—w
1% Vo + _u2 %
ViE + K
where, for convenience, the concen-

trations of A and I are denoted as u and v.

Since the FHN model is the simpli-
fied and mathematically condensed ver-
sion of the Hodgkin-Huxley model, its
terms lost clear connection to bio-
physical processes.

A typical example of the excitable
behavior in this model is shown in
Fig. 2. On the phase plane (u, v), the
positions where the concentrations of
A or I do not change in time are given
by the so-called nullclines, the curves
where u=0 or v=0, respectively.
Since, by definition, in a steady state
neither concentration changes, the only
steady state (ugs, vss) of our model lies at
the intersection of the two nullclines.

The time evolution of the model with
arbitrary initial conditions u*, v* is
represented on the phase plane by a
smooth curve, known as phase trajec-
tory, that starts at the point (u*, v*) and
ends at (uss, vss). The sigmoid-shaped
activator nullcline u =0, shown in
Fig. 2 by the red line, plays a special
role in the dynamics of the model.

The two branches of the nullcline
with negative slope (solid line) are said
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to be stable and attractive because
phase trajectories initiated in various
points tend to approach these branches
and then run close to them on the way
to the steady state. On the contrary,
the central positively sloped segment
(dashed line) is unstable and repels
phase trajectories so that the trajectories
started on either side of the dashed line
rapidly turn away from it. Therefore, if
the model dynamics is initiated at the
position lying to the left of the unstable
segment of the activator nullcline,
the phase trajectory of the system will
approach the left attractive branch of
the nullcline and will move along it
until it eventually reaches the steady
state. If, however, the initial position
lies to the right of the unstable segment,
the trajectory will first leap toward the
right attractive branch. It will follow this
branch upwards until the bend in the
nullcline and only then jump to the left
branch along which it will continue
down to the steady state (cf. Fig. 2).
This model, therefore, provides a simple
pictorial illustration to the concept of
the super-threshold stimulus that is
required to excite the system. Indeed,
any sudden change in the steady state
concentrations of A and I that throws
the system across the activator nullcline
(green arrow in Fig. 2) will produce a
dramatic burst of activity. From the
arrival of the stimulus until the return
to the steady state, the phase trajectory
of the excitable system can be approxi-
mately subdivided into four segments.
First, the activator is rapidly produced
while the concentration of I increases
only slightly. On the second segment,
the concentration of A, after reaching its
maximal value, drops by a fraction. At
the same time a significant amount of
the inhibitor is produced. On the third
segment, both concentrations diminish.
However, the drop in the concentration
of A is significantly larger. During the
final fourth segment of the trajectory the
inhibitor is degraded and the concen-
tration of the activator slightly increases
back to its steady state value. The last two
segments approximately correspond to
the refractory period of the system.

The model

We are now in a position to formulate a
simple heuristic model that could
explain the pulsatile interaction
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between two cells that respond to the
same pheromone, such as a pair of
Neurospora CATs. The activator-inhibi-
tor module described above can be used
as the core intracellular element respon-
sible for the excitable behavior. We
leave the discussion of the molecular
identities of the hypothetical activator
and inhibitor to the following section.
Here, we simply postulate that the intra-
cellular dynamics of the CATs is
described by two sets of variables (u,
vy and (u,, v,) that represent the con-
centrations of the activator and inhibitor
in CAT1 and CAT?2, respectively. To ena-
ble communication between the CATs,
we first need to model the secretion
of the chemoattractant molecule.
Following the current consensus [41],
we assume that the secretory vesicles
are produced by the Golgi complex at
some constant rate. Using molecular

motors these vesicles travel along the
cytoskeletal elements to the tip of the
CAT protrusion and dock at the plasma
membrane. Docked vesicles then can
fuse with the plasma membrane and
their contents released into the sur-
rounding medium. In the steady state,
when no excitable behavior takes place,
vesicles should be produced, trans-
ported to the tip, docked and emptied
at some basal rate to enable continuous
background signaling. To produce a
burst of secretion, however, it is abso-
lutely necessary that the secretory path-
way is controlled by the activator-
inhibitor module. For the sake of con-
creteness, we postulate that the inhibi-
tor does not play an active role, while
the activator increases the probability of
vesicle docking and, at the same time,
suppresses their fusion and chemoat-

Uss\ 2 Uss\ ®
Up — aly + BU2 — U3 — vy +kg<§) Xq + Ky (f) Xo

u =
v, =
W1 = Wo
~—~
vesicle
production
. U4 2
X1 = k1 —_— W1 —
Uss
N————
vesicle docking
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tractant release. As a result, during
the activator pulse a large number of
docked vesicles would accumulate at
the CAT tip standing at the ready to
be fused with the membrane as soon
as the concentration of A drops suffi-
ciently low to allow it.

Since it takes only a fraction of a
second for a small molecule to cross
an ~10 pm gap between the homing
cells, we assume diffusion of the signal-
ing molecules in the extracellular
medium to be practically instantaneous.
Therefore, the signal is sensed by
both CATs simultaneously, as soon as
it is released. Denoting the populations
of the free cytoplasmic vesicles and
vesicles docked at the plasma
membrane as w and x, respectively,
we obtain the model equation that
describes the dynamics of the first
CAT

1 2

auto—excitation CAT2 signal

u2
(voty—1—-w
w2+ K

2
u
— k1 <71> wy
Uss
—_—

vesicle docking

3
U,
kg =5 X1
%
—_——

vesicle fusion — signal release

Here, ug, the steady state concen-
tration of the activator, is introduced
into the equations to ascertain that
the activator does not affect the
secretory pathway at the steady state.
The two terms at the end of the first
equation describe the self-excitation
and excitation by the second CAT.
Since, as mentioned above, the concen-
tration of the chemoattractant secreted
by the cell itself is always higher at its
own surface, we assume that the
coupling parameter k; is greater than
k4. The equations for the remaining four
variables (u,, v, Wo, X5) that describe the
second CAT can be written by simply
transposing indexes “1” and ‘2” of
the variables in the equations above.

To simulate the communication
between two Neurospora CATs, we
induce one of them, which in the follow-

Bioessays 34: 259-266,© 2012 WILEY Periodicals, Inc.
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Figure 3. A simple model of the ping-pong communication between two CATs. A: A periodic
pattern of pulse exchange emerges in response to a single pulse from CAT1 (red). The time
series of the activator dynamics in CAT1 and CAT2 is shown by red and blue curves,
respectively. B: The ping-pong pulsatile pattern emerges suddenly with the final amplitude at
the critical intercellular separation. The maximal amplitude of the steady state activator time
series is plotted versus the coupling parameter k4 that symbolizes the intercellular separation.
At kg = 2.0, the intercellular coupling is equal to the self-interaction, k4 = ks. Thus, this
represents CATs in direct physical contact. C: One full period of ping-pong dynamics. The
time series of the activator (red), inhibitor (blue), and the signal secretion (green) of one CAT
are shown together with the inducing secretory pulses of the opposite CAT (magenta). Model
parameter values: ¢ = 0.55, ugs = 0.7542, k1 = 0.1, ko = 1.0, k3 = 2.0, ks = 1.5, wo = 1;

other parameters as indicated in Fig. 2.

ing we refer to as CATI1, to undergo a
single burst of activity and then follow
the ensuing behavior of both CATs. The
change in the intercellular distance is
symbolized in our model by the vari-
ation of the coupling strength k.
Therefore, when the cells are far
apart (small k,), CAT1 produces a single
burst to which CAT2 does not respond.
Within some critical ‘“distance”, how-
ever, the ping-pong mode of communi-
cation establishes robustly as shown in
Figure 3A. After a few unequal transient
exchanges, the pulsing activity falls into
a stable periodic pattern that continues
infinitely long suggesting that the sys-
tem reached a stable attracting state.
Thus, while each CAT in isolation is
an excitable system that requires a
super-threshold excitation stimulus,
the two of them, if positioned suffi-
ciently close, form an autonomous oscil-
lator. Comparing Figs. 1B and 3A we
notice that our simple model fully repro-
duces the experimentally observed pat-
tern with the strict half-a-period shift
between the two cells that establishes
instantaneously, without any detectable
synchronization period that would have
been necessary should the oscillations
have been cell-autonomous. Moreover,
without any additional effort, we
recover another experimental result —

the sudden character of the communi-
cation establishment.

Figure 3B shows the dependence of
the stationary amplitude of the CAT1
activator signal on the coupling strength
k4, hence, the intercellular distance.
Unexpectedly, we see that the ping-
pong mode emerges suddenly with full
amplitude that grows only slightly upon
further increase in k,. This remarkable
property can be understood if we recall
that the excitable behavior can be
induced only if the stimulus exceeds a
certain finite threshold [40].

The detailed anatomy of the ping-
pong communication is revealed in
Figure 3C that presents approximately
one complete period of the steady state
periodic dynamics.

The cycle starts with the CAT2
secretion pulse (magenta) that sends
the activator (red) and inhibitor (blue)
in CAT1 on their loop of excitable
dynamics. As the concentration of the
activator drops, the release of chemo-
attractant from CAT1 is triggered.
Comparison of Figs. 2 and 3C shows that
at the peak of the signal release, CAT1 is
in the middle of its refractory period
when the concentration of the inhibitor
is high and, therefore, any possibility of
self-excitation is precluded. This delay
in the secretory pulse is the fundamen-

Bioessays 34: 259-266,© 2012 WILEY Periodicals, Inc.
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tal prediction of the model. Should the
release occur earlier in the activator-
inhibitor cycle, not only would it result
in partial self-excitation but also it
would bring about the premature firing
of CAT2 whose signal would reach CAT1
during its refractory period thus break-
ing the ping-pong pattern.

Interestingly, a conceptually similar
model was proposed by Héfer et al. [42]
as an explanation for the “chemotactic
wave paradox” in Dictyostelium [43]. In
this model, amoebas move up the gra-
dient in the rising front of the incoming
wave of cAMP but still in the wake of the
departing wave due to the desensitiza-
tion of the chemotactic receptors. Both
models resolve their respective para-
doxes by suggesting advantageous syn-
chronization of the periodicities of the
external signal and the intracellular
dynamics. However, in our system, this
synchronization arises automatically
via the exchange of pulses and does
not require that the system parameters
be tuned to achieve the desired
synchronization.

Potential molecular mechanisms

Armed with the hypothesis regarding
the dynamic nature of the ping-pong sig-
naling, we laid the foundation for
the interpretation of the existing exper-
imental results. More importantly, our
model provides experimentally testable
predictions that point toward the
missing pieces of the puzzle. Results of
genetic knockout studies have so far
revealed a surprising paucity of genes
apparently involved in the mechanism
[19]. While some genes likely evaded
the screens, these results nevertheless
suggest that the hypothetical ping-pong
mechanism may involve relatively few
key components.
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MAK-2 MAP kinase is the best
candidate for the role of activator

It is possible that the activity of several
components downstream of the signal
receptor may jointly play the role of
activator. However, direct comparison
of the experimental data with the behav-
ior of the model (cf. Figs. 1B and 3A)
suggests that the activator is the active
phosphorylated form of MAP kinase
MAK-2. This conjecture is strongly sup-
ported by the results of experiments
with the analog-sensitive mutant of
MAK-2 whose activity can be turned
off by addition of the cell-permeable
drug 1INM-PP1. Not only did this drug
prevent the periodic localization of
MAK-2-GFP to the cell tips, but it also
stopped the chemotropic growth of
CATs toward each other, indicating that
MAK-2 is not just a downstream com-
ponent of the signaling.

Is the inhibitor absolutely necessary?

The identity of the hypothetical inhibi-
tor is more elusive. In fact, no such
substance may exist in reality. Indeed,
another possible realization of the excit-
able module is based on the activator-
substrate scheme [40]. In this instance
effective inhibition of the activator is
achieved by depletion of the substrate
that is used up during the activator
pulse and needs replenishing before
the system can undergo another burst
of activity. The activator-substrate
mechanisms appear to be more com-
monly realized in real chemical and bio-
logical systems (think again of our forest
fire example) and the identity of the
substrate, however unexpected, is typi-
cally deduced from the concrete bio-
chemical mechanism (see further
discussion below). Thus, in a model of
cell polarity establishment in budding
yeast, the substrate turned out to be
represented by the same protein as
the activator, yet in its alternate,
inactive state [44].

Slow mechanisms based on gene
transcription are likely not involved

As the diffusible signal and its receptor
remain unknown, it is hard to approach
the unraveling of the molecular mech-
anism systematically, from the bottom
up. Yet, some conclusions that narrow
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down the domain of search can be
drawn. Thus, the observed period of
the ping-pong exchange, ~10 min,
suggests that feedback mechanisms
involving gene transcription with
typical characteristic time of ~1 hour
[45] are likely not directly involved in
the excitable behavior. Indeed, Fleifiner
et al. treated homing CATs with protein
synthesis inhibitor cycloheximide and
found that this drug did not affect the
advanced stage of pulse exchange [20].
This result may indicate that the excit-
able mechanism solely relies on the cell
signaling processes that take place on
the membrane and in the cytoplasm of
growing CATs.

Fast positive feedback loops are
necessary for rapid signal amplification

Could the excitable behavior emerge
solely from the dynamics of the NRC-1-
MEK-2- MAK-2 MAP kinase cascade? To
build an excitable module with the
required temporary kinetics, it is necess-
ary to have very fast (response time
<1 min) positive feedback loop(s) for
the rapid amplification of the incoming
signal and slower, but still fast (charac-
teristic time 5-10 min) negative feed-
back loops for termination of the
response. While very little is known
about the specific MAP kinase cascade
in question, results from yeast and sev-
eral mammalian systems suggest that
all the required feedback loops could
be indeed embedded within the dynam-
ics of the MAP kinase cascade itself.
Thus, recent work in budding yeast
suggested that the homolog of MAK-2,
Fus3, phosphorylates and inhibits its
own inhibitor, phosphatase Msg5 [46,
47]. Pre-coupling of MAK-2 to its de-acti-
vating phosphatase via direct binding
could provide both the necessary acti-
vation threshold and the ability to rap-
idly ramp up the activity of the MAPK
once the phosphatase is phosphorylated
and detached from the kinase (see
Fig. 4A).

Other pathways could be also
involved in the rapid amplification of
MAK-2 activity.

Interestingly,  the  Neurospora
MAPKKK NRC-1 contains a putative
Ras-binding domain. Therefore, like its
fission yeast homolog, Byr2, NRC-1
could be an effector of Ras. In budding
yeast, MAP kinase Kss1 phosphorylates
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and activates Ras GEF, Cdc25 [48].
Therefore, it is feasible that MAK-2
auto-amplifies its activity by promoting
activation of Ras that in turn activates
the MAP kinase cascade (Fig. 4B).

Intermediate speed negative feedback
loops are required for perfect
adaptation

Potential negative feedback mechan-
isms, capable of terminating MAK-2 sig-
naling within the required time scale,
are also not in short supply [49, 50]. For
example, in budding yeast both Fus3
and Kss1 phosphorylate their upstream
kinase Ste7 which inhibits the activity of
the cascade via dissociation of Ste7 from
the signaling complex [51]. Fus3 also
phosphorylates its MAPKKK Stell [52].
Several yeast MAPK cascades are known
to include scaffolding proteins, such as
Ste5 and Ste50, whose phosphorylation
by the MAPK further contributes to the
disassembly of the signaling cascades
[53] (Fig. 4C). While the ubiquitination
and eventual degradation of thus phos-
phorylated proteins are important for
the long-term repression of MAPK cas-
cades, they are likely too slow to con-
tribute to the ping-pong dynamics. At
the same time, the disassembly of a
MAPK cascade resulting from the hyper-
phosphorylation of its components by
the respective MAP kinase is possibly
the most universal fast downregulation
mechanism [54] that is also found in
mammalian systems [55]. Returning to
the discussion of the identity of the
hypothetical substrate, we can propose
that either an upstream kinase or, as yet
unidentified, scaffolding protein in their
active, not inhibited by MAK-2 phos-
phorylation, state could fill in this role.

MAK-2 could regulate both docking
and fusion of secretory vesicles

Perhaps the most interesting prediction
of our model is the requirement that the
activator, putatively MAK-2, controls
secretion of the chemoattractant. The
first regulatory phase, increased dock-
ing of the secretory vesicles, may have a
simple molecular explanation. In fungi,
vesicles are typically tethered to the
plasma membrane via the exocyst com-
plex that is a direct effector of small Rho
GTPases, in particular, Cdc42 [41].
Activation of the Neurospora Cdc42 or
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Figure 4. Potential feedback mechanisms that could convert the MAK-2 MAP kinase cas-
cade into an excitable system. A: Pre-coupling of MAK-2 to a protein phosphatase (PP)
could apply a brake to the activation of the cascade. If the activated MAK-2 phosphorylates
and dissociates the phosphatase, it would then generate a rapid positive feedback loop. B: If
the most upstream MAP cascade kinase MAP3K (NRC-1) is an effector of Ras, another
positive feedback loop is possible via phosphorylation and activation by MAK-2 of an uniden-
tified Ras GEF. C: Possible negative feedback loops acting through the disassembly of the
cascade after hyperphosphorylation of the upstream kinase MAP2K (MEK-2) and a hypo-
thetic cascade scaffold by MAK-2. For generality the kinases of the MAP cascade are
denoted by their functional roles (MAP2K — MAP kinase kinase, MAP3K — MAP kinase kinase
kinase). Activated status of the kinases is shown symbolically by the presence of a phos-
phate group. Horizontal double line represents the membrane bilayer.

possibly its close homolog Rac by MAK-2
could, in fact, kill two birds with one
stone — enhance vesicle docking and
control the direction of growth at the
same time. The hypothesized inhibition
of vesicle fusion by MAK-2 is currently
more nebulous, but might involve the
direct phosphorylation of the fusion
machinery, e.g. proteins, by MAK-2.
While the exact molecular function
of SO protein remains enigmatic,
our model suggests that it might be
involved in the signal release phase.
Interestingly, sequence alignment
shows a very weak homology of SO to
the proteins of aczonin/piccolo family.
In mammalian synapses, these proteins
are thought to regulate the transition of
neurotransmitter-loaded vesicles from
the reserve to the release-ready pool
and thus are involved in the coordina-
tion of rapid fusion of multiple
vesicles [56].

Conclusions

In biology, excitability has long been
assumed to pertain to the electrophysio-
logical activity in certain specialized cell
types of higher organisms. Recent prog-
ress in the experimental techniques and
methods that allows us to observe finer
intracellular events on faster time scales
has called for the revision of this out-
dated paradigm. A cell need not be

“excitable” in the above sense to exhibit
excitable behavior on intracellular
spatial scales and during certain phases
of its life cycle. The generic recipe for
excitability - rapidly amplify the
incoming signal, slowly suppress the
response — includes a wealth of known
biological phenomena into the category
of “excitable behavior”. Indeed, many
biological systems from yeast and
Dictyostelium amoebas to human cells
respond to various extracellular signals
in this way [3, 54].

So, does labeling these phenomena
as ‘“‘excitable” result in mere prolifer-
ation of terminology? Far from this, it
unlocks the conceptual and methodo-
logical riches of physics and chemistry,
where the phenomenon of excitability
had been well understood in abstract
terms of simplified activator-inhibitor
and activator-substrate models. In this
contribution we considered chemotactic
communication between genetically
identical cells that rely on the same
pheromone (self-signaling). We con-
cluded that the transition from the
steady chemoattractant release to the
exchange of pulse-like releases, as
observed in the filamentous fungus
Neurospora crassa, solves a seemingly
inevitable problem of auto-excitation
that is inherent in self-signaling.
Indeed, in our model the release of
chemoattractant coincides with the
refractory period of the intracellular

Bioessays 34: 259-266,© 2012 WILEY Periodicals, Inc.

activator-inhibitor loop, during which
excitable systems are known to be
insensitive to the incoming stimuli.

Most of the molecules and their
interactions that underlie the ping-
pong mechanism remain unknown.
However, armed with the hypothesis
of the excitable nature of this mechan-
ism, we can inform further experimen-
tation and avoid costly blind searching
in fruitless domains. This can be
achieved by directing the experiment
toward the molecular mechanisms
with desired outcome, e.g. positive or
negative feedback loops, and specific
dynamical properties, such as the
characteristic time of the feedback
loop activation. Mutually enriching
interaction between experiment and
modeling will undoubtfully elucidate
both the molecular mechanisms and
the dynamical principles of ping-pong
signaling.
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